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2017/2018 Annual Report & Video References  

ANNUAL REPORT

DSN Annual Report July 2017- June 2018
· 

EVENT VIDEOS

Kick off of the Articial Intelligence Community Hub at the
University of Lagos, Nigeria

1st Big Data Summit and Bootcamp
 Summary review

AI Summer School for Grade 7-9 feedback

1st Big Data Summit on WebTV

1st Big Data Summit on ChannelsTV

1st Big Data Summit Use case session on Zenvus by Prof Ndubuisi 
Ekekwe

Knowledge Session on Natural Language processing with Raj 
Khrishnan, IIT Chicago Adjunct Professor and Microsoft Azure 
expert

'Bayo Adekanmbis interview with WebTV

https://drive.google.com/file/d/1lHez63x1yBe9DdLy6OH8ljX6DqkhLUtA/view?usp=sharing
https://www.youtube.com/watch?v=X6To4gRQ5VQ
https://www.youtube.com/watch?v=X6To4gRQ5VQ
https://www.youtube.com/watch?v=JhvY9YQKszc
https://www.youtube.com/watch?v=jk3K1pjp53c&feature=youtu.be
https://www.youtube.com/watch?v=3y8l2Aemc8A
https://www.youtube.com/watch?v=Tz90M02Ms_4&list=LLTi2xuVi9CLx9QryIJYLbaQ
https://www.youtube.com/watch?v=-zkHFeEMoH8&list=PL0mGkrTWmp4s5IARLlVGsqX-mNGyEJsXT&index=2
https://www.youtube.com/watch?v=-zkHFeEMoH8&list=PL0mGkrTWmp4s5IARLlVGsqX-mNGyEJsXT&index=2
https://www.youtube.com/watch?v=hwJG6PAtxvw&list=PL0mGkrTWmp4s5IARLlVGsqX-mNGyEJsXT&index=10
https://www.youtube.com/watch?v=hwJG6PAtxvw&list=PL0mGkrTWmp4s5IARLlVGsqX-mNGyEJsXT&index=10
https://www.youtube.com/watch?v=hwJG6PAtxvw&list=PL0mGkrTWmp4s5IARLlVGsqX-mNGyEJsXT&index=10
https://www.youtube.com/watch?v=ia_Ri9wIpWU&t=590s
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WHAT DOES 
ARTIFICIAL 

INTELLIGENCE 
MEAN TO ME?

Short Essays by 
Articial Intelligence 

Business Users, 
Leaders and 
Practitioners
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Professor Thomas G. Dietterich
Co-Founder and Chief Scientist, BigML
Distinguished Professor Emeritus, 
School Of Electrical Engineering And Computer Science, 
Kelley Engineering Center, Oregon State University, Oregon, Usa

As the former President of the Association for the 
Advancement of Articial Intelligence, I tend to think of AI in very general terms. 
To me, it means the study of methods for creating "smart software". I have 
devoted my career to studying algorithms and methodologies (mostly using 
machine learning) for making computers more intelligent. I have worked on AI 
assistants for the desktop knowledge worker, machine learning methods for 
designing drugs, machine learning methods to support biological conservation 
(species distribution models, plant-pollinator interactions), and reinforcement 
learning for ecosystem management (managing invasive species and wildres).

My current work pursues two directions: (a) automated data quality for the 
Internet of Things, and (b) robust articial intelligence.

(a) Data quality: I am part of the Trans-Africa Hydro-Meteorological 
Observatory project that is designing, deploying, and operating a network of 
20,000 automated weather stations throughout sub-Saharan Africa. I am 
responsible for developing machine learning methods to detect failed sensors. 
This combines anomaly detection and probabilistic reasoning.

(b) Robust AI: As people consider deploying AI technology in safety-critical 
applications, it is essential that this technology be robust to both the "known 
unknowns" (i.e., the variables for which we explicitly model our uncertainty) 
and the "unknown unknowns" (i.e., important aspects of the world that we 
incorrectly omitted from our models). Using anomaly detection as a tool, I have 
been studying methods for detecting novel classes in supervised learning (the 
"open category" problem) and novel subspaces in reinforcement learning. 
 
My AAAI Presidential Address surveyed the many issues involved here. 
https://www.aaai.org/ojs/index.php/aimagazine/article/view/2756.
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Dr. Stephen Odaibo, MD
CEO & Founder of RETINA-AI, USA

The Only Ophthalmologist and Retina Specialist in the world with 
Advanced degrees in both Mathematics and Computer Science

Articial Intelligence in Retinal Disease 
I have long been fascinated by Neuroscience and how the brain works. I 
topped my class at Duke University School of Medicine in Neurology primarily 
because of the depth of my interest. In addition, I obtained advanced degrees in 
Mathematics and Computer Science, and I am the only board-certied 
ophthalmologist in the world with these qualications. 

Clinically, I chose to specialize in the most fascinating part of the human nervous 
system-—the retina. There's a theme here. Interestingly, convolutional neural 
networks which are the workhorse of AI are modeled after the visual nervous 
system. The future of science and computing is exciting, and I am astonished 
daily by these connections. 

My company, RETINA-AI, is using articial intelligence to build autonomous 
diagnostic systems for retinal diseases. There are currently too few retina 
specialists in the world, and we are using AI to provide specialized care to more 
people in the world. The upcoming progress of AI in healthcare over the next 
two to ve years will be absolutely stunning. I am thrilled to be living at this time 
in history, as the fourth industrial revolution begins.

In July 2018, Retina-AI has developed and released the rst Articial Intelligence 
mobile app for eyecare providers. The app, Fluid Intelligence detects macula 
edema and sub-retinal uid on O.C.T retinal scans with greater than ninety 
percent accuracy.

https://www.prnewswire.com/news-releases/retina-ai-releases-the-rst-
articial-intelligence-mobile-app-for-eye-care-providers-uid-intelligence-by -
retina-ai-300681891.html

https://www.prnewswire.com/news-releases/retina-ai-releases-the-first-artificial-intelligence-mobile-app-for-eye-care-providers-fluid-intelligence-by-retina-ai-300681891.html
https://www.prnewswire.com/news-releases/retina-ai-releases-the-first-artificial-intelligence-mobile-app-for-eye-care-providers-fluid-intelligence-by-retina-ai-300681891.html
https://www.prnewswire.com/news-releases/retina-ai-releases-the-first-artificial-intelligence-mobile-app-for-eye-care-providers-fluid-intelligence-by-retina-ai-300681891.html


Dr. Jacques Ludik
Founder and President, MIIA, 
Founder and CEO, Cortex Logic, South Africa

As a smart technology entrepreneur, AI expert, investor, and 
ecosystem builder that is driven by a massive transformative 
purpose to help shape a better future in the Smart Technology Era, I've been 
fortunate to not only have my whole career shaped by AI and related smart 
technologies (I also did my PhD and MSc in AI/machine learning), but have 
witnessed rsthand the impact of AI on real-world applications through my 
business ventures (helping to operationalize AI for companies to increase 
revenues, reduce risks and save costs). 
AI is an exponentially transformative technology that can be used to help shape 
a better society for everyone. 

Apart from the wonderful learning experience, it has been a rewarding career 
so far that started as AI researcher and academic at Stellenbosch University 
before embarking on my entrepreneurial journey in applying AI/Machine 
Learning across multiple industries around the world via CSense Systems, the 
rst AI software and solutions company on the African continent that was sold 
to a multi-national company (GE), multi-national corporate experience and 
Silicon Valley exposure at GE as Big Data & Analytics Leader and Director of GE 
Intelligent Platforms, as Vice President Data Science and CDO at Jumo to help 
build the next generation mobile money marketplace in Africa and other 
emerging markets, and currently,  , an AI software and solutions CortexLogic
company that provides an AI Engine for Business to solve strategic and 
operationally relevant problems through operationalizing AI and delivering 
state-of-the-art AI-based applications, solutions and products. I also founded 
the   (MIIA) as a non-prot organization to MachineIntelligence Institute of Africa
be an innovative community and accelerator for AI and Data Science Research 
and Applications to help transform Africa (making a contribution to help 
ensuring that the continent and its people is not left behind).
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http://cortexlogic.com/
http://machineintelligenceafrica.org/
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Co-founder and CEO, InstaDeep
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Darlington Ahiale Akogo
Founder, Director of AI, 
Deep Learning-Machine Learning Technologist
minoHealth, minoHealth AI Labs, GUDRA

I got excited about Articial Intelligence very early on and by 
age 17, I was reading AI research papers like "Computing 
Machinery and Intelligence" by Alan Turing. The ideas presented in these papers 
and books made me obsessed about developing Articial Intelligence. Right 
around then, I got frustrated about the many inefciencies, lack of quality, 
affordability and accessibility in African Healthcare. Being someone driven by 
problem-solving, I started thinking about technological solutions to solve 
African healthcare. Living in Europe soon after made me more aware of how 
bad and unfair Healthcare in Africa was. Years later, this idea and passion 
evolved into Seeing the power of Deep Learning, I developed a minoHealth. 
multifaceted system that stores patient medical data in the cloud, uses Data 
Analysis to discover important health statistics and then uses Deep Learning and 
Machine Learning for Medical Forecasts, Diagnoses and Prognoses. This is what 
Articial Intelligence means to me, that we can use it in addition with other 
complementary technologies to x Healthcare in Africa. I founded minoHealth 
AI Labs so my team and I can research how AI can be used to save and improve 
lives, and also ensure Africa is contributing to AI Research. We explore AI 
applied to domains like Biotechnology, Nutrition/Dietetics, Optometry and 
Epidemiology. And with Gudra AI Studio, we've started exploring AI applied to 
areas like Agriculture, Education, Energy, Linguistics and Art. 

As Western and Eastern countries are heavily invested in AI and the 4th 
Industrial Revolution because of the power of AI to solve large array of 
problems, and improve economies and the standard of living. I strongly believe 
we should be more invested in AI since Africa has some of the worst problems 
across multiple areas. My passionate mission is for us to solve African problems 
with AI, create advanced societies and make Africa one of the global 
powerhouses of AI. To achieve this, we'll have to be proactive and informed 
from Governments to the Private Sector, Academia and the General Public. So I 
advocate and educate on AI through seminars, lectures, mentorships, 
interviews and writings. 

http://www.minohealth.com
http://www.minohealth.com
http://www.minohealth.com
http://ai.minohealth.com
http://ai.minohealth.com
http://ai.minohealth.com
https://www.linkedin.com/pulse/africa-needs-get-artificial-intelligence-race-darlington-a-akogo
https://www.linkedin.com/pulse/africa-needs-get-artificial-intelligence-race-darlington-a-akogo
https://www.linkedin.com/pulse/africa-needs-get-artificial-intelligence-race-darlington-a-akogo
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Founder & CEO, 
Fireside Analytics and Fireside Analytics  Academy 
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Emmanuel Doro PhD
Principal Data Scientist, Jet.com, New York

With a background in computational engineering science, I 
spent the early years of my career implementing high 
performance solver algorithms for problems dened by 
deterministic laws. These were challenging problems that 
required copious domain knowledge in Applied Mathematics, Physics and 
numerics. For this, I was exposed to models describing different interesting 
phenomena in our physical world. I worked on real life problems that utilized 
these models as basis for approximate solutions. It was evident to me that my 
work contributed towards making a difference. But as I strove to engage in 
more advanced problem areas, I felt the outcome of my efforts became 
increasingly removed from practical real-world challenges – the reason work 
was gratifying in the rst place. I was conicted. It was against this backdrop that I 
embarked on my Machine Learning journey. I was fortunate to be in Silicon 
Valley at the outset of the latest AI revolution. This offered me a frontal view of 
the mammoth tech transformation ushering in a “new” programing paradigm. 
Though my computation-heavy background made me a ready candidate for 
adoption, it was really my desire to work on impactful everyday challenges that 
planted me squarely in the AI space. As I quickly realized, AI problems are vast – 
from predictive search to applications in oncology research. They can be fun 
and extremely complex at the same time. They capture the uncertainties and 
biases inherent in our actions and interactions. They are typically governed by 
probabilistic laws. And their numerical solutions oftentimes involve elaborate 
engineering architectures that allow for extensive transformation of large 
datasets. It was a renaissance for me to discover this enchanting domain of 
applied science. Research and work became fun and fullling again. And I have 
not looked back since. Over the years, I have had the good fortune to work in 
Biotech, Social Media/Internet and currently E-commerce. And each passing 
day, I still marvel at the near limitless potentials of tech and AI to transform our 
world. For those driven to make a difference, we cannot ask for a better time.
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10 REASONS WHY YOU SHOULD BE 
INTERESTED IN ARTIFICIAL INTELLIGENCE

1. China has published its rst AI textbook for high school students as the 
country looks to an even younger generation than its current huge pool of 
college graduates to close the gap in the global AI talent war. The textbook, 
released in April and named “Fundamentals of Articial Intelligence”, was 
released about six months after China's State Council called for the inclusion of 
AI-related courses in primary and secondary education.

2. Deep Knowledge Venture (DKV), a Hong Kong-based venture capital 
company appointed its sixth board member, VITAL (Validating Investment Tool 
for Advancing Life sciences) to take on the role of analysing data about the 
companies in which the company invests. VITAL's data is essential to the 
company's decision-making process and its opinions will have the same value as 
the opinions of the other ve board members. 

3. Saudi Arabia, on October 2017, became the rst country to grant citizenship 
to a robot named Sophia, which was designed around human values.

4. The United Arab Emirates became the rst country to formally appoint a  
Minister of State for Articial Intelligence, with a mandate to drive futuristic 
projects like “Mars Science City”, renewable energy, electric vehicles, ying 
taxis and even ying jetpacks. Dubai even has an accelerator program aimed at 
expediting the creation of these various futuristic technologies.

5. There is an 85% reduction in errors among physicians who have 
incorporated machine learning algorithms in their diagnoses of metastatic 
breast cancer. In addition, the opportunity to use intelligent systems is enabling 
doctors to make better diagnoses and deliver more individualized treatments.

6. Fifty-four percent of business executives say the AI solutions implemented in 
their businesses have already increased productivity.
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7. According to Professor Moshe Vardi of Rice University, most jobs will be 
done by robots within the next 30 years, leading to unemployment rates 
greater than 50%. This may sound bad, but experts believe that 
unemployment as a result of improved technology will open the door to a 
future where work is something people do for pleasure, not out of necessity.

8. Ten percent of the world's population will be wearing clothes connected to 
the internet by 2022.

9. By 2025, the Internet of Things will take its next step as the rst implantable 
mobile phone becomes commercially available.

10. By 2025, more than 30% of corporate audits will be performed by articial 
intelligence.



Articial intelligence is the ability of a machine to learn on its own and act like 
humans. It is like a technological brain developed by humans to work and 
function with minimum manual intervention, and thus can think, act, solve 
problems and achieve set objectives. 

      In essence, articial intelligence allows any inanimate object to have the 
ability to perceive (vision, speech, hearing, touch), understanding, and having 
some form of common sense, such as understanding what is right or wrong 
within the context of what is commonly shared by other humans in a given 
circumstance.

      It is like putting the brain of a million smart people in a machine to act on 
your behalf!

ARTIFICIAL INTELLIGENCE SIMPLIFIED
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Agriculture

ARTIFICIAL INTELLIGENCE 
SIMPLIFIED: 99 USE CASES 
AND EXPERT THOUGHTS 
FOR STARTERS 



 
IDENTIFYING TYPES OF RICE 

Until recently, rice classication has been done manually, which was time 
consuming and prone to error. A team of researchers from DA-IICT India 
developed an interesting application of a convolutional neural network (a 
popular machine learning articial intelligence framework) that can classify types 
of rice with 94% accuracy. 

      To nd the adulteration in the rice sample, they put a random selection of 
rice grains on a scanner and the algorithm does the job of separating them and 
classifying them into one of the types.  

As you can see, the types of rice are 
closely related in their structure. A 
human uses three dimensions to 
identify the rice, while the algorithm 
d o e s  t h e  t a s k  i n  o n l y  t w o 
dimensions, which is quite a feat. 
The algorithm has been further 
rened to assess the “grades” of the 
rice (premium, grade A, grade B, 
grade C), and to calculate the 
number of broken rice grains in the 
sample. The algorithm used here is 
a special version of a neural network 
that works on signals, where the 
spatial property of the signal is very 
important, i.e. the algorithm is 
primarily used on image videos 
where neighbouring pixels have 
nearly identical properties.

Reference:
 https://www.researchgate.net/publication/321062000_Convolutional_neura
l_network_with_transfer_learning_for_rice_type_classication
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Crop and Weed Identication Using Machine Learning

A team of researchers from Sapienza University, Rome, has found a novel 
application of machine learning and articial intelligence that can identify crops 
and weeds in real-time. They developed an unmanned ground vehicle that 
carries a multispectral camera that identies any disease on the crops. As in any 
modern image classication task, the core algorithm used is also a convolutional 
neural network (CNN) that can exploit the spatial properties of the raw input 
data. In this case, two CNNs are applied: one is applied to three-channel RGB 
images and the other CNN is applied to near infrared images. The infrared 
channel is helpful for performing the classication task. To perform the testing at 
run-time, they used lightweight CNNs that perform the classication in real-
time. They used these to perform a fast and robust, pixel wise, binary image 
segmentation. A deeper CNN is then used to classify the crops and weeds 
using the extracted pixels The team validated their robot and algorithm on a real 
dataset taken from a farm robot moving within a sugar beet eld. The results are 
very promising and show the effectiveness of the algorithm.

Reference: 
http://www.dis.uniroma1.it/~pretto/papers/pnp_ias2016.pdf 
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Zenvus – AI-Based Solutions for Farms 
Most African farmers rely on guesswork in their farming practices. Many make 
decisions based on beliefs that have been passed down from one generation to 
another over centuries, with little scientic scrutiny. Yet a number of factors, 
including variations in climate and population growth have altered needs and 
ecosystem dynamics, including soil fertility. Often unaware of the complexity of 
this change, farmers have limited knowledge of the nutritional requirements of 
their crops as factors such as rainfall, temperature, moisture, nutrients and 
other pertinent data are rarely measured and tracked. This lack of deep insight 
results in poor decision-making and low yields.

      Zenvus uses electronic sensors to measure soil nutrients, temperature, and 
moisture, etc. It uses special cameras to build a farm vegetation index to detect 
drought stress, nutrient deciency, crop diseases, the onset of pests, etc. in 
crops beyond what any human eye can see. Both sets of data are sent wirelessly 
to a cloud server where advanced algorithms are applied to tell a farmer 
precisely when to water a farm, among other things. Linked to weather 
stations, the farmers know when to wait for rain instead of using irrigation. 
Zenvus reduces water usage by 70%. 

      There are some companies selling Internet of Things devices to large farms 
in Africa. So far, they 
h a v e  n o  s o l u t i o n 
targeted to help small 
African farmers. Zenvus 
is pioneering this eld of 
building sensors (IOT 
dev i ce s )  f o r  sma l l 
farmers.

References:
https://www.tekedia.com/zenvus-ai-camera-agriculture/
https://startup.info/zenvus/
https://www.thehindubusinessline.com/opinion/some-smart-solutions-to-
farm-distress/article9993864.ece 
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Over the years, agricultural productivity has been negatively impacted by plant 
diseases and pests. These have been identied as major challenges in the 
agricultural sector. It is believed that early detection and treatment can 
signicantly reduce crop losses. 

 In this work, a deep learning-based approach to detecting diseases and pests in 
tomato plants was applied. This deep learning-based approach introduces a 
practical and applicable solution for detecting the class and location of diseases 
in tomato plants. The approach involves processing camera images in a real-
time using graphical processing units ; it replaces traditional methods of physical 
collection and lab analysis. It is aimed at identifying nine classes of diseases and 
pests that affect tomato plants. 

Reference:
https://arxiv.org/pdf/1604.03169.pdf
https://ensia.com/features/deep-learning/
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Imagery 



GEOLOCATION PHOTOS USING ARTIFICIAL INTELLIGENCE 
Google's system, PlaNet, draws upon a large database of  and geotagged images
seeks recognizable clues in the environment to determine the probability that a 
photo was taken in any specic area. These clues range from recognizable 
landmarks to landscapes, ora, fauna, and even styles of architecture. In this 
way, the system operates similarly to a person hoping to identify the location of 
a photo. In fact, PlaNet competed against ten people in games of  GeoGuesser
and used similar methods. The game showed both the human player and the 
PlaNet system the same ten panorama Google Street View shots, and the 
people marked the map with their guesses. PlaNet outperforms previous 
approaches and even attains superhuman levels of accuracy in some cases. A 
major reason that PlaNet performs more successfully than other systems is that 
it divides the earth into cells and assigns a probability that any given image was 
taken in each of the many cells. This use of varying certainty rather than a single 
guess offers more information about how the system works and what it has 
learned from the image.

      The PlaNet system is a breakthrough in AI that may prove to be useful in 
ways that are  unimaginable right now.

References:
https://www.gislounge.com/google-planet-geolocating/
https://arxiv.org/abs/1602.05314?from=litvz  
 
AI for Searching Through Images
Clarifai specializes in using deep learning algorithms for visual searches. In short, 
it is building a software that will help you to locate photos, whether they are on 
your mobile phone, a dating website, or on a corporate network.

      Clarifai gives its customers access to cutting-edge AI techniques that would 
cost millions to replicate. Companies like Unilever, BuzzFeed, Ubisoft and 
Staples U.K., as well as makers of medical devices and drones, use Clarifai to 
automatically analyse millions of images and videos. 
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Reference: https://www.clarifai.com/

 Generating Celebrity Photos with Generative Adversarial Networks : Nvidia

The latest example comes from chipmaker Nvidia. The company has published 
a paper showing how AI can create photorealistic pictures of fake celebrities. 
Generating fake celebrities is not new, but researchers say these are the most 
convincing and detailed pictures of their type ever made. The video below 
shows the process in full starting with the database of celebrity images the 
system was trained on. The researchers used what's known as a generative 
adversarial network, or GAN, to create the pictures. GANs are actually 
comprised of two separate networks: one that generates the image based on 
the data it's given, and a second discriminator network (the adversary) that 
checks whether the images are real. By working together these two networks 
can produce some startlingly good fakes. And not just faces either—everyday 
objects and landscapes can also be created. The generator network produces 
the images, the discriminator checks them, and then the generator improves its 
output accordingly. Essentially, the system is teaching itself.

References:
https://www.theverge.com/2017/10/30/16569402/ai-generate-fake-faces-
celebs-nvidia-gan
https://www.youtube.com/watch?v=XOxxPcy5Gr4
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DeepFace: Human-Level Performance in Face Verication 

The DeepFace model was developed by Facebook. Its purpose is to encourage 
Facebook users to tag people in the photos they upload by showing suggestions  
from the uploader's list of friends.

DeepFace has virtually closed the gap in the most popular benchmark in 
unconstrained face recognition and is now on the brink of human-level 
accuracy. It was trained on the largest database available and it used faces 
acquired from a population vastly different than the one used to construct the 
evaluation benchmarks, and it is able to outperform existing systems with only 
very minimal adaptation. The DeepFace system differs from the generic 
approach in that it uses the deep learning frameworks in lieu of well-engineered 
features which is especially suitable for dealing with large training sets. The 

conventional modern pipeline consists of four stages: detect ⇒ align ⇒ 

represent ⇒ classify. Authors revisit both the alignment step and the 
representation step by employing explicit 3-D face modelling, and nally use a 
nine-layer deep neural network. Achieving human level performance on 
labelled images was a far-fetched goal for traditional computer vision systems, 
which Facebook achieved using AI.

Reference: 
https://research.fb.com/publications/deepface-closing-the-gap-to-human-
level-performance-in-face-verication/

Image to Description to Photo-Realistic Image
A team of researchers from Rutgers University and Baidu Research worked on 
the very hard task of computer vision-that generates high-quality images from 
text descriptions. The problem  involved a lot of challenging inter-domain tasks. 
To understand text descriptions one needs to apply natural language 
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processing, and to generate images from these texts one needs a very powerful 
generator that creates novel yet meaningful synthesized images. Previous 
methods to do this were not efcient enough to cover all the aspect of the text 
descriptors.

To generate photo-realistic images conditioned on the text descriptions 
requires the use of conditional generative adversarial networks which can 
generate novel images while preserving the naturalness of the image. The team 
assessed their method against previous state-of-the-art methods on 
benchmark datasets, and they clearly achieved signicant improvements on 
generating photo-realistic images conditioned on text descriptions. Generative 
adversarial networks have two different types of neural networks competing 
against each other: one is a generator and the other is a discriminator (like a 
forger and the police). These two networks train on the data supplied to them 
and then, using game theory, eventually generates lifelike images.

Reference: https://arxiv.org/pdf/1612.03242.pdf

Photo-Realistic Single Image Super-Resolution Using a Generative 
Adversarial Network 
In this time when the quantity of information and data growing explosively, 
images and videos has also become high-quality. To store and preserve low-
quality images after converting them to a higher quality requires techniques of 
image super-resolution. In image super-resolution, methods are applied using 
prior information about the data. Previously, images were resized using bilinear 
interpolation, which is a simple method of lling up data; i.e. if 5 and 15 is given, 
10 can be lled in between. 
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However, this assumption is not as accurate in image data. As you can see in the 
image below and to the left, the bilinear interpolation blurs the image. 

Previous super-resolution 
m e t h o d s  t r i e d  t o 
minimize the absolute 
difference or the square 
difference, which are not 
accurate measures of 
correctness. Researchers 
from Twitter use the 
d i s c r i m i n a t o r  i n  

generative adversarial networks (GANs) as the new loss function, which can 
then generate visually pleasing images. The images, as shown in the above-right 
image, have a 4x upscale factor. The new method tries to minimize this new 
loss function and as a result the nal images generated have a very high peak-
signal-to-noise ratio.

Reference: https://arxiv.org/pdf/1609.04802.pdf 

 

3D Printing Arm Control Using Reinforcement Learning
AI Build is a London-based start-up that aims at using 3-D printing for building 
astonishing constructions. They have unveiled the Daedalus Pavilion, a 3D 
printed structure that uses techniques such as robotics and algorithms. The 
technology used can be reinforcement learning (RL), which is an area of 
machine learning, where an agent learns by interacting with its environment to 
achieve a goaSince RL techniques are reward-based; whether or not the 
articial intelligence agent chooses the correct path has some reward and 
penalty function allocated to it. Then the agent is let loose and given total 
control, but the cost function ensures a learning experience and the agent can 
then learn the model. Using this exploitation and exploration paradigm, the 
network is then able to learn the nal optimized parameters. 
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      The Pavilion is an impressive 5 m x 5 m x 4.5 m structure, and big enough to 
accommodate several coffee tables. However, it looks like a mesh buttery or a 
dragon fairy. It was built with more than 160 kg of a biodegradable lament that 
was sourced from Formfutura. It was constructed in 48 separate pieces and was 
3D printed in just three weeks using a KUKA industrial robot 3-D printer.

Reference: 
https://www.engineering.com/3DPrinting/3DPrintingArticles/ArticleID/13512
/Ai-Build-to-Bring-Articial-Intelligence-to-Additive-Construction.aspx
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Transportation



Predicting Trafc Density Using AI 
Trafc ow prediction is an important research issue for solving the trafc 
congestion problems in an Intelligent Transportation System (ITS). Trafc 
congestion is one of the most serious problems in any city, and can be predicted 
in advance by analysing trafc ow patterns. Such predictions are possible by 
analysing the real-time transportation data from correlative roads and vehicles. 
This work uses articial neural networks (ANNs) to estimate trafc conditions 
15 minutes into the future given current/historical trafc information. 

For this study, data from the Highways England Motorway Incident Detection 
and Automatic Signalling (MIDAS) system for approximately 20 km of the M60, 
M62 and M602 motorways near Manchester, UK was used to build a short-
term prediction model. To reduce the complexity of the problem, the number 
of input dimensions to the model was successfully reduced using an auto 
encoder. The nal model exhibits very good predictive power with 90% of all 
predictions being correct within 2.6 veh/km/lane of observed values.

Reference:https://www.sciencedirect.com/science/article/pii/S23521465163
00199   

Lane Detection Using Deep Learning 
People can nd lane separation/demarcation lines on the road fairly easily even 
in a wide variety of road and weather conditions. Unless conditions are 
extreme, we can mostly tell where we are supposed to go, assuming the lines 
are actually marked.
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Computers, on the other hand, do not nd this easy. Shadows, glare, small 
changes in the colour of the road, slight obstructions of the line, etc. are all 
things that people can generally still handle, but a computer may struggle with 
them. This work uses a Perspective Transformed Model, a computer vision-
based projection technique, to project lanes onto the photo. The work trialled 
between three and four systems to project the lanes onto the roads, but the 
model that worked best for detecting lanes used convolutional deep learning 
models.

      This system can be further curated and used in self-driving cars, especially 
because it used the derived model to detect lanes with real--time application of 
the model on a video with 29-30 frames per second.

Reference: 
https://towardsdatascience.com/lane-detection-with-deep-learning-part-1-
9e096f3320b7
 
Step-by-Step Public Transportation Directions to Any Destination 
Lara is an AI chatbot that supplies public transportation directions in developing 
countries. In developing countries, public transportation data is not freely 
available due to the fragmented system of public transit within these regions. 
Popular mapping services such as Google maps lack critical features such as 
accurate fare estimates because they do not have a locally relatable approach to 
delivering public transit data.

      To make Lara,  a systematic approach was created to collect, sort and 
deliver data to users in an easily accessible and interactive format. With a user 
interface similar to WhatsApp, Lara encourages her users to chat as they would 
with humans. Lara speaks in the local nuances of the target audience who will 
not use Google map.  

Reference: https://techpoint.ng/2017/04/17/lara-prole/
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Maritime Use of AI 
Using articial intelligence  (AI), data on all voyage-impacting factors both on 
and off a ship is constantly collected to make operational decisions that keep 
vessels travelling the most cost-effective ways.

      Using predictive analysis, insights are obtained that can help captains to save 
fuel by optimally maintaining and varying their vessels' speed to port.

      Every year, thousands of cargo ships ply the oceans to maintain international 
trade. However, poor weather conditions, congested ports, and equipment 
breakdowns cause all sorts of hindrances to smooth sailing. A delay caused by 
just one vessel can affect the logistical schedule for an entire eet. 

      Shipping giant Overseas Container Line Limited (OOCL), has partnered 
with Microsoft Research Asiato develop technology enabled by AI that will 
avoid logjams. The two rms recently spent 15 weeks together optimizing 
OOCL's existing shipping network operations; it will save the shipping 
company around $10 million in costs annually.
Reference: news.microsoft.com/apac/features/ai-and-cargo-shipping-for-
global-maritime-trade/ 

AI for Self-Driving Cars 
Among all of the self-driving start-ups working toward Level 4 autonomy (a self-
driving system that does not require human intervention in most scenarios), 
Mountain View Drive's .articial intelligence system, Drive includes a scalable 
deep-learning approach and aggressive pace make it unique. Drive sees deep 
learning as the only viable way to make a truly useful autonomous car in the 
near future. .

      It has only been about a year since Drive went public, but already the 
company has a eet of four vehicles navigating (mostly) autonomously around 
the San Francisco Bay Area—even in situations (such as darkness, rain, or hail) 
that are notoriously difcult for self-driving cars. 

Drive.ai is launching the state's rst autonomous ride-hailing service in San 
Francisco July 2018 using a pilot programme with support from both the city 
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and the Hall Group. The  company's vans will drive on public roads between 
the Hall Park ofces and The Star to help workers get to dining and shopping 
facilities that are located too far away to walk, but which waste too much time 
when having to drive to them.

      This is not  the go-anywhere service you might like. However, it's a big step 
forward for Drive.ai, which has yet to launch its Lyft partnership in San 
Francisco. It also reects a gradual transition for self-driving technology from 
closed-off testing to real-world services, even if those services tend to be very 
limited.

References:
https://www.wired.com/story/self-driving-cars-texas-frisco-driveai/
https://www.drive.ai/
https://www.engadget.com/2018/05/07/drive-ai-self-driving-ride-hailing-in-
texas/
 
Vehicular Object Detection Using AI 
With the work of Dalal & Triggs (2005) linear Support Vector Machines (SVMs), 
that maximize the margin of all samples from a linear decision boundary in 
combination with histogram of orientation (HOG) features have become 
popular tools for classication. However, all previous methods rely on hand-
crafted features that are difcult to design. With the renaissance of deep 
learning, convolutional neural networks have automated this task while 
signicantly boosting performance. Now, all these algorithms have become 
obsolete and the new generative adversarial networks proposed by Ian 
Goodfellow have become popular. The GAN architecture used here can help 
to segment and localise cars and other objects from an image.
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There are region-specic algorithms working on these tasks as single-shot 
detection, you only look once, RCNN, fast RCNN, Faster RCNN, etc. There 
are different general-purpose multi-image-to-multi-image translation networks 
which can also work on these type of data to generate the desired output 
image.

https://towardsdatascience.com/detecting-vehicles-using-machine-learning-
and-computer-vision-e319ee149e10
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Security



Identifying Potential Criminals in China 
According to a report from the , authorities in China are using Financial Times
facial recognition technology and combining it with predictive intelligence to 
notify police of potential criminals, based on their behaviour patterns.

      Guangzhou-headquartered Cloud Walk has been trialling its facial 
recognition system, which tracks a person's movements. Based on where 
someone goes, and when, it can rate individual likelihood to commit a crime.       
For instance, someone buying a kitchen knife is not suspicious. But if the same 
person goes and gets a hammer and a sack later on, that person's suspicion 
rating goes up. 

      The company's software has tapped into the police databases in over 50 
cities and provinces, and can ag suspicious characters, live. China is also using 
“personal re-identication” in crime prediction: identifying the same person in 
different places, even if they're wearing different clothes. With re-ID, it's also 
possible to recreate someone's trail across a large area.

      According to Li Meng, vice-minister of science and technology, crime 
prediction would become an important use for AI technology in the 
government sphere. Although Chinese law does not allow charges to be 
brought against someone for a crime they have yet to commit, suspects can be 
charged with attempting to commit crimes.

References:
https://www.indiatimes.com/news/world/china-planning-to-use-ai-to-help-
identify-possible-suspects-before-they-even-commit-the-crime-326485.html
https://futurism.com/chinas-minority-report-style-plans-will-use-ai-to-
predict-who-will-commit-crimes/

 Agent-Based Modelling in Defence 
Agent-based machine learning models and warfare have many features that are 
very similar to each other. One can model war and, using agent-based 
methods, one can get insights into warfare. Researchers from the Institute for 
Systems Studies & Analyses have made a novel application using these agent-
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based models. They simulated very high resolution simulation experiments 
worldwide. Decision-makers need capabilities to quickly model and effectively 
assess consequences of actions. The creation and 'what-if?' exercising of such 
models has traditionally had onerous resource requirements; agent-based 
modelling and simulation is a maturing approach which can overcome this extra 
work with computational power. This technique can be used to model combat 
scenarios where multiple entities sense and stochastically respond to conditions 
in their local environments, mimicking complex large-scale combat system 
behaviours. They showed battleeld combat as a complex, non-linear adaptive 
system. Reinforcement learning, which is a type of semi-supervised learning, is 
also an agent-based method, where rewards and punishment for the agents 
exist.

Reference:
https://pdfs.semanticscholar.org/a2bb/2a40591fda6d148c139e215f59f4b1fe
80c3.pdf 

 Detecting Fraud Using Machine Learning 
PayPal uses a home-grown articial intelligence engine to detect suspicious 
activity and, more importantly, to separate false alarms from true fraud, built 
with open-source tools.
Fraud detection is one of the immediate paybacks of machine learning (ML) 
technology, because it addresses an urgent problem that would be impractical 
to solve if machine learning didn't exist. 

      PayPal is a pioneer in using ML techniques for risk management. PayPal uses 
three types of machine learning algorithms: linear, neural network, and deep 
learning. Experience has shown PayPal that in many cases the most effective 
approach is to use all three at once.

      PayPal uses multiple ML techniques, from linear predictions to deep 
learning because, according to the Data Science team at PayPal, although linear 
techniques might be outdated there may be some tasks at which the linear 
algorithms work better than the more complex deep learning techniques. So 
applying all three at same time has signicantly improved the accuracy of the 
fraud detection system at PayPal. They believe with increasing data, these 
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techniques will be inevitable in the security measures in the future.

References: https://developer.paypal.com/docs/classic/fmf/integration-
guide/FMFIntro/

https://www.infoworld.com/article/2907877/machine-learning/how-paypal-
reduces-fraud-with-machine-learning.html

 Using Machine Learning to Spot Counterfeit Products 
A team of researchers led by New York University Professor Lakshminarayanan 
Subramanian has developed a new mechanism that uses machine learning 
algorithms to distinguish between genuine and counterfeit versions of the same 
product.

It does so by deploying a dataset of three million images across various objects 
and materials such as fabrics, leather, pills, electronics, toys and shoes.

      The classication accuracy is more than 98 per cent, and the system works 
with a smartphone to verify the authenticity of everyday objects. One has to 
place the device directly on the item, open the Entrupy app on smartphone or 
tablet (iOS), and follow the onscreen prompts in the app to take images. The 
articial intelligence algorithms then analyse the images to determine 
authenticity and provide results in real-time.

      This system also works for super-fake counterfeits observed in the 
marketplace that are not easily discernible to the human eye.

References:https://phys.org/news/2017-08-machine-counterfeit-consumer-
products.htmlhttp://www.nancialexpress.com/industry/technology/new-
system-uses-art ic ia l- inte l l igence-to-spot- fake-products- indian-
research/805506/
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Adaptive Fraud Prevention 
Founded in 2014, Palo Alto-based Simility is one of a number of companies 
using machine learning to help those working in fraud detection to collect and 
analyse data. Simility's software is aimed at companies of all sizes from major 
enterprises to small and medium size businesses and is designed to prevent 
various kinds of fraud. This includes account takeover fraud, whereby someone 
tries to gain access to another person's online account. In this case, Simility looks 
at various session, device, and behavioural biometrics and builds a prole for 
what constitutes “normal” user login behaviour.

      Simility can also help to prevent account origination fraud, where a bad 
actor tries to set up new accounts using stolen or fake identities. For example, 
the company's software analyses various session-related indicators, including 
time spent across pages, keyboard patterns, and so on, and it may also use data 
garnered from third-party sources to establish the credibility of information 
provided during setup.

      Simility claims “multiple global Fortune 500 nancial services organizations” 
as clients, including major U.S. banks.

References:
https://economictimes.indiatimes.com/small-biz/startups/newsbuzz/simility-
raises-rs-113-crore-in-accel-led-series-b-round/articleshow/62031159.cms

https://entrackr.com/2017/12/fraud-detection-simility-17-5-mn-accel/
 
AI-Powered Cybersecurity 
Darktrace is the world's leading machine learning company for cybersecurity. 
Created by mathematicians from the University of Cambridge, Darktrace's 
Enterprise Immune System uses articial intelligence (AI) algorithms that mimic 
the human immune system to defend enterprise networks of all types and sizes.

      Darktrace's AI and machine learning algorithms are designed to detect 
threats without any pre-existing knowledge of attacker targets, tools, or 
capabilities. While traditional security tools depend on specic indicators of 
compromise to identify malicious activity, Darktrace's technology embeds in a 
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network, learns what behaviours are normal, and ags anomalies. For example, 
a few months ago, Darktrace detected two rogue devices on the network of a 
major healthcare provider that were brought onto the network by an 
employee. The devices attempted to redirect users to a fake security survey 
that was identical to an internal website being used to host a real security survey. 
Before accessing the survey the employees needed to enter their user 
credentials.

      In addition to harvesting user credentials, the fake survey asked a series of 
questions that would have been useful for an attacker, such as the status of their 
anti-virus and rewalls, and whether users were using the same passwords 
across multiple services. Darktrace's AI algorithms, which had built a detailed 
understanding of the organization's normal network activity and digital 
infrastructure, sent an alert in real-time, ensuring that no one inside the 
company fell victim to the ruse, according to a case study outlined on Darktrace 
blog. Darktrace is one among many cybersecurity start-ups now vying, 
alongside more established tech companies, to protect businesses from an 
onslaught of escalating computer threats. In order to succeed, the company 
must stay one step ahead of attackers and continue to gain adoption while 
displacing incumbents.

References:
https://www.darktrace.com/
http://fortune.com/2017/07/10/cyber-darktrace-fund-raise/
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Science 



NASA Discovers New Planets Using AI 
NASA and  have discovered two new planets in a faraway solar system Google
using cutting-edge articial intelligence, or AI, technologies. The newly 
discovered exoplanets, or planets outside of the earth's solar system, were 
found after researchers applied the same  that help computers to AI techniques
recognize images such as cats in photos to data gathered from the Kepler space 
telescope.

      To discover exoplanets astronomers must comb through data collected by 
Kepler and identify 'signals' that could indicate possible planets. Although 
researchers currently have software that helps to spot strong signals so that 
humans can then investigate, there are many weak signals that are not followed 
up. NASA applied neural networks to help parse through the Kepler data and 
spot possible exoplanets that humans may have overlooked.

      The researchers at NASA fed the neural network with 15,000 signals taken 
from the Kepler data that scientists conrmed were from exoplanets. This so-
called training period, which took two hours, helped the neural network 
discover unseen patterns that it then used to discover exoplanets when the 
researchers fed it new Kepler data. The researchers used the neural network to 
parse Kepler image data taken from 670 stars, and the neural network then 
indicated that two weak signals were likely to be planets.

      This is a promising example of how neural networks can leverage even 
some of the weakest signs of distant worlds. Thanks to AI, NASA discovered a 
whole new planetary system.

References:
https://www.futuristspeaker.com/job-opportunities/12-mind-blowing-ai-
a d v a n c e s - a n d - 1 2 - c r i t i c a l - t a k e a w a y s - t o - p u t - a i - i n -
perspective/https://www.cnbc.com/2017/12/20/nasa-and-google-are-using-
ai-to-nd-new-planets.html
https://venturebeat.com/2017/12/14/google-and-nasa-use-ai-to-nd-two-
new-planets-in-old-data/
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On the Moon, AI is Taking One Small Step for Mankind

Astronomers made their rst major AI breakthrough in March 2018 when a 
team of researchers announced that they had used a neural network to nd 
6,000 new moon craters.
     
The University of Toronto-Scarborough team led by Mohamad Ali-Dib, a 
postdoctoral fellow in the Centre for Planetary Sciences (CPS), took data from 
elevation maps of the moon gathered from orbiting satellites and fed it into their 
“convolutional neural network,” which is the same kind of machine learning 
system popular with self-driving cars. After training the neural network on a data 
set that covered two-thirds of the moon, they tasked the network with 
counting craters on the remaining third. The strategy worked well, revealing 
6,000 previously unidentied craters. While counting craters might sound like 
mind-numbingly dull work (even for AI), the payoff is substantial: craters offer 
important clues about the history of the solar system and the rocks that zip 
around it. What's next for this neural network? Counting craters on Mercury, 
and then maybe Mars, Ceres, and the icy moons of Jupiter and Saturn. 
Reference: https://www.fastcompany.com/40551613/on-the-moon-ai-is-
taking-a-small-step-for-mankind
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 Identifying Objects and Patterns from Satellite Images 
Digital Globe and Airbus Defence and Space are using articial intelligence to 
process the large volume of data that satellites produce. Articial intelligence is 
used to identify objects, classify objects, and localize some specic classes from 
an image segment at the pixel level to determine which class it is. For such a task 
a popular deep-learning architecture (CNN) is used.  For segmentation in each 
pixel, a newer method, a Generative Adversarial Network, is used.   These 
kinds of networks are computationally very expensive and generally require 
huge amounts of data. The images are passed into a CNN, which then tries to 
classify the image as a road, house, vegetation, etc. At the beginning all the 
parameters of the CNN are randomly initialised, and the prediction accuracy is 
close to a coin toss. Then, eventually, using the chain rule of differentiation the 
error is back propagated and the updates are made deep into the network up to 
the input image itself. 

Digital Globe's Geospatial Big Data platform, GBDX, provides the 
computational power to apply deep learning to observation of the Earth. By 
using crowdsourcing capabilities the data is annotated and labelled and then the 
algorithm can be validated and can become better at training. 
Reference: https://arxiv.org/pdf/1704.02965.pdf
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Computing



News Drones, Machine Learning, and Swarm Intelligence 
Current drones have, at most, about 30 minutes of ight time. However, a 
company named Andrews UK is working on drones with a ight time of at least 
12 hours. A team of researchers at the University of Bedfordshire have 
explored the technical feasibility of ultra-long ight time drones. The team 
researched the benets of a swarm of drones that can coordinate among 
themselves and thus, using this enhanced autonomy and a cloud-based form of 
articial intelligence particularly adapted to the communication domain, to assist 
them. The drones are enhanced with search and rescue mission capabilities 
using intelligence gathering. A swarm of drones also overcomes the limitations 
of current battery technology, making the battery requirements obsolete as 
one drone can take the place of another drone.
      Nature gives us many examples of swarm intelligence, e.g. a beehive. This 
swarm intelligence is also adopted in an optimization algorithm named Particle 
Swarm Optimization. After extensively reviewing the existing literature on 
swarm intelligence, machine learning and cloud systems, the researchers came 
up with an algorithm blueprint of what things to consider in real-life swarm 
intelligence. 

Reference: https://www.beds.ac.uk/ies/partnerships/case-studies/drones-
machine-learning-swarm-intelligence

Drone Learns How to Fly by Itself Using Reinforcement Learning 
When a baby starts learning how to walk it generally starts with small steps, it 
falls, and it tries again. New articial intelligence-powered bots are trying to 
learn exactly the same way. A research lab at Carnegie Mellon University 
(CMU) has made a contribution named 'Learning to y by crashing', that helps 
drones learn approximately the same way a baby learns. The most effective 
way of learning how to y is by getting a lot of experience crashing so that you 
know exactly what to avoid, and once you can reliably avoid crashing, by 
denition you then know how to y. 

      The CMU roboticists wanted to see if there are any benets to using the 
crash approach instead of the not crash approach, so they used 20 AR drones 
2.0 in indoor environments, producing a total of 11,500 collisions to learn 
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from. The algorithm used reinforcement learning (RL). This is a type of learning 
where there is no label required. In this method there is a Q function, which in 
simple terms is a reward function. So, whenever a drone makes a mistake and 
crashes, the RL algorithm instructs it to not to that again and instructs it to try 
something new from the previous information. Each collision is random, with 
the drone starting at a random location in the space and then ying slowly 
forward until it runs into something. After it does, it goes back to its starting point 
and then chooses a new direction. These methods can be used to learn many 
novel applications.

Reference: https://spectrum.ieee.org/automaton/robotics/drones/drone-
uses-ai-and-11500-crashes-to-learn-how-to-y 

Attention and Memory in Deep Learning and NLP 
A recent trend in deep learning involves attention mechanisms, especially for 
natural language processing. Traditional machine translation systems typically 
rely on sophisticated feature engineering based on the statistical properties of 
text. In short, these systems are complex, and a lot of engineering effort goes 
into building them. 

      Neural machine translation (NMT) systems work a bit differently. In NMT, 
we map the meaning of a sentence into a xed-length vector representation 
and then generate a translation based on that vector. By not relying on things 
like n-gram counts and instead trying to capture the higher-level meaning of a 
text NMT systems generalize the meaning to new sentences better than many 
other approaches. Perhaps more importantly, NMT systems are much easier 
to build and train, and they don't require any manual feature engineering. In fact, 
a simple implementation in Tensor ow is no more than a few hundred lines of 
code. Most NMT systems work by encoding the source sentence (e.g. a 
German sentence) into a vector using a recurrent neural network and then 
decoding an English sentence based on that vector, also using an RNN.

Reference: http://www.wildml.com/2016/01/attention-and-memory-in-
deep-learning-and-nlp/
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Fake Start-up Names Generated by Neural Network

Brands' creative staffs are constantly pressured to come up with great names for 
new products, campaigns and companies. Now they can use generative 
models, such as recurrent neural networks to serve up loads of plausible-
sounding names—some catchy, some weird, and a few, surprisingly, on the 
spot.

      People at  have come up with an AI solution that can generate MetaMaven
some fancy names, but they do not recommend replacing experienced human 
branding strategists with this new AI. Still, this AI can provide many ideas, 
including that exceptionally bizarre one that may inspire new names people 
would not have considered before. They tried something new and came up 
with some random, creative start-up names and challenged everyone who 
worked there to come up with some plausible taglines and logos to accompany 
these start-up names. The combination of both human and AI (computational) 
creativity brought some great ideas. Example start-up names they suggested: 
FOWO - Portable nap pods for exhausted employees, Snppix - The Action 
Camera for Homebodies, and The SysaPop—Juicero for popsicles. Not a 
Scam. 
Reference: https://www.metamaven.com/neural-network-generates-fake-
startups-hilarity-ensues/ 
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Multi-Arm Contextual Bandits for Content Optimization

Over the past decade or two, our ability to integrate, analyse and manipulate 
data has vastly improved. Conversion optimization continues to be key to 
digital strategy, and experimentation has become an essential methodology for 
companies trying to optimize their sites and maximize performance. However, 
although 67% of companies currently perform A/B testing, many are not 
satised with the results, according to a RedEye and E-consultancy study. A/B 
tests are effective ways of nding out which content option (e-mail tone, web 
page layout, visual elements in an ad, article headlines, etc.) resonates better 
with their audience. However, A/B testing involves a period of “regret” where 
you lose revenue while using the less optimal option. It is necessary to wait and 
nish the testing before learning which option is better. In contrast, bandit tests 
mitigate regret (lost opportunity) through dynamic optimization by 
simultaneously exploring and exploiting options, gradually and automatically 
moving towards the better option.
Reference: https://www.dynamicyield.com/2015/02/contextual-bandit-
optimization/
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 Google Improves Voice Search with Deep Learning 
In 2015 Google announced that it had a better voice search on its Android and 
iOS mobile apps, thanks to a new approach to the articial intelligence 
technique the company uses to power that capability. A blog post authored by a 
handful of Google researchers explains that Google voice search has taken a 
new turn by adopting deep neural networks (DNNs) as the core technology 
used to model the sounds of a language. The DNNs replaced the 30-year-old 
standard in the industry, the Gaussian Mixture Model. DNNs are better able to 
assess which sound a user is producing at every instant in time, and this delivers 
greatly increased speech recognition accuracy. Then, at the time the blog was 
published, they announced that they had built even better neural network 
acoustic models using connectionist temporal classication and sequence 
discriminative training techniques. Those models were a special extension of 
recurrent neural networks that are more accurate, especially in noisy 
environments, and they are blazingly fast too. Even after that, Google has 
continued to improve its AI for speech recognition, and today it is the world's 
best speech recognition technology. 

References: https://research.googleblog.com/2015/09/google-voice-search-
faster-and-more.html
http://fortune.com/2015/09/24/google-voice-recognition/

 Generating Linux Kernel Codes Using Recurrent Neural Networks 
Computer programming is the process of constructing executable code from 
fragmentary information describing some functionalities of a program. When 
performed by a machine, the process is called automatic programming. In this 
case, the only thing that the users have to do is to provide the description of the 
problem with natural language, starting from the specications for the input and 
the output, as well as their constraints. Then the machine will provide the 
desired source code as the solution.

      A researcher named Andrej Karpathy has created a simple recurrent neural 
network (RNN) that trains itself to generate sequences of Linux kernel code. 
Recurrent neural networks (RNNs) are a popular algorithm used in a deep 
learning sub-eld. RNNs are very large networks, and they are capable of 
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approximating more complex functions compared to normal neural networks 
by using their memory block. An RNN can take a huge chunk of memory and 
takes more time to train as sometimes the sequence length varies. The 
generated code here is able to spit out code that looks like Linux kernel code, 
but the variables are initialized very randomly in the network. This is due to not 
being able to learn long-term sequences using RNN.

Source: http://karpathy.github.io/2015/05/21/rnn-effectiveness/  
 
Software Code Error Checking and Bug Solving Using AI 
A new system from MIT's Computer Science and Articial Intelligence 
Laboratory has developed a product that can x bugs encountered in computer 
code using articial intelligence. It borrows healthy code from other 
applications and then xes the bug without ever accessing the original source 
code. 

      The algorithm is designed in such a way that it represents the code based as 
a problem solver. So, if some code contains a bug, the algorithm can access 
other code with the same functionality, it copies the working code and uses 
cross-language platforms to x the software bug. 

      What's really cool about this system is that it can x bugs using solutions that 
might not even be written in the same language, creating a kind of patchwork of 
good ideas from a broad range of sources. 

      According to Martin Rinard, “The longer-term vision is that you never have 
to write a piece of code that somebody else has written before. The system 
nds that piece of code and automatically puts it together with whatever pieces 
of code you need to make your program work.” The software nds the bug, 
then it nds the solution in all the computer languages available, bypassing the 
need for a programmer to manually x the bug. The pattern-matching 
algorithm matches patterns among codes and nds the best solution, even from 
different programming languages.

Source:https://gizmodo.com/mit-invented-a-way-to-x-software-bugs-
autonomously-wi-1714669000  
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 Turning Design Mock-ups into Code with Deep Learning 
Within three years, deep learning will change the front-end development of 
websites. It will increase prototyping speed and lower the barrier for building 
software. The idea of the product made by Floyd Hub is quite simple. The 
algorithm will receive a design mock-up of a website as the input and then the 
deep neural network will generate the actual runnable source code for the 
website. 

      Currently, the largest barrier to automating front-end development is 
computing power. However, deep learning algorithms can be used now along 
with synthesized training data to start exploring articial front-end automation. 
The algorithm uses a convolutional neural network and generative adversarial 
networks.

Source:  https://blog.oydhub.com/turning-design-mockups-into-code-with-
deep-learning/ 

 Converting Paperwork into Digital Data Using Deep Learning 
Identifying words or characters contained in images of text is quite easy using 
machine learning.. In order to recognize a full page of text, most people detect 
words using some machine learning techniques, which use a threshold in order 
to obtain just the written part separated from the background, But in a lot of 
these methods there are some les that fail to be accurately detected. The main 
reason for this is the variation in people's writing styles. A rigid threshold can 
never do justice to all the paperwork present in this world. 

      Researchers from the Machine Learning and Computer Vision Laboratory, 
Faculty of Computer Science, University of Indonesia and the Machine 
Learning and Computer Vision Laboratory, Faculty of Computer Science, 
University of Indonesia used a learning model to construct a handwriting 
recognition system to automatically recognize the more challenging data on 
formal documents. The pre-processing, segmentation and character 
recognition are integrated into one system. The output of the system is 
converted into an editable text. The learning model is based on a convolutional 
neural network (CNN) as a powerful feature extraction and support vector 
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machines (SVM) as high-end classiers. The proposed method is more efcient 
than modifying the CNN with complex architecture.

Source: https://ieeexplore.ieee.org/document/8074699/
   
AI-Powered Decision-Making via API 
While there may be millions of developers, there simply are not enough data 
scientists to go around. Companies like Montreal-based Fuzzy.io are lling in 
the talent gap by offering an application programming interface (API) to a set of 
articial intelligence (AI) services that allows web and mobile developers to 
easily incorporate AI-based decision-making into their projects ranging from 
recommendations to dynamic pricing decision, and matching users in 
marketplaces.

      Underpinning the service is 'fuzzy logic', a heuristic model that does not 
need large amounts of data and instead uses so-called fuzzy agents. These 
virtual intelligent machines use an adaptive rule to translate pre-set, intuitive and 
vague business rules into a framework that can generate precise results. It could 
be as vague as ”new”, “old”, “warm” and “good” .In its description, a fuzzy agent 
accepts some input variables and maps them onto fuzzy sets. It then uses a set 
of fuzzy rules to reason about the input variables and produce output fuzzy 
[values]. The output fuzzy values are then defuzzied into a single crisp score.
      Ultimately, Fuzzy.io makes dynamic AI-based decision-making accessible to 
any developer who wants to make good use of complex data in their projects.

References:
https://fuzzy.ai/how-it-works
https://www.techemergence.com/the-state-of-ai-in-montreal/
 
Graphcore - AI Chip Start-Up 
Articial Intelligence (AI) chip start-up Graphcore has raised a $50 million in 
order to take on chip giants Intel, AMD and Nvidia.

      Companies in many industries have been investing heavily in hardware to 
run deep learning systems. Many of those processors come from Nvidia, 
whose graphics chips are widely used to power games and graphic production. 
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The processors have thousands of tiny computers operating in parallel to 
render pixels. With some tweaks they have been adapted to run deep learning 
algorithms, which also involve very large numbers of parallel computations.

      Graphcore is planning to produce more power-efcient processors and 
combine multiple processing functions into a single step whereas graphics 
processors take multiple steps to achieve the same result. The functions are 
typically bundled to optimize specic-use cases, such as training algorithms to 
help a self-driving car see potential obstacles ahead of it.

      Graphcore is developing Intelligence Processing Units (IPUs) made for 
machine learning applications. These outgun current hardware by up to "10x to 
100x" IPUs can be combined to form massively powerful architectures which 
can crunch numbers and algorithms at unprecedented speed. 
References:https://www.graphcore.ai/
https://www.darktrace.com/
 
Smart Data Warehouse 
Panoply runs an autonomous Smart Cloud Data Warehouse, which essentially 
provides data management-as-a-service capabilities that do not require any 
human input to turn data into actual insights. The company's smart data 
warehouse can receive, maintain and optimize up to a petabyte of data without 
any intervention.  
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Panoply sits on the single point of convergence between machine learning and 
traditional data management and storage technologies. The company's ability 
to automate data warehouses and data lakes enables enterprises to focus on 
business concerns without having to invest enormous amounts of time and 
capital on expensive DevOps resources traditionally required for data 
management. The Panoply Smart Data Warehouse leverages natural language 
processing, machine learning query optimization, automated elastic storage, 
and CPU scaling to accelerate and simplify the entire data journey.

References:https://siliconangle.com/blog/2017/11/14/panoply-accelerates-
data-integration-smart-data-warehouse/http://www.globes.co.il/en/article-
big-data-co-panoply-raises-5m-1001205710

103COMPUTING

A R T I F I C I A L I N T E L L I G E N C E S I M P L I F I E D : 9 9 U S E C A S E S A N D E X P E R T T H O U G H T S F O R S T A R T E R S 

https://siliconangle.com/blog/2017/11/14/panoply-accelerates-data-integration-smart-data-warehouse/
https://siliconangle.com/blog/2017/11/14/panoply-accelerates-data-integration-smart-data-warehouse/
http://www.globes.co.il/en/article-big-data-co-panoply-raises-5m-1001205710
http://www.globes.co.il/en/article-big-data-co-panoply-raises-5m-1001205710




Marketing



Reinforcement Learning for Sequential Marketing Decisions  
Some of the most complex decisions we make are not single predictions, but 
rather a series of decisions made over a long time horizon. Balancing short-
term trade-offs versus long-term gains is challenging even for the smartest 
humans. Reinforcement learning has been used successfully in cases like 
DeepMind's AlphaGo to beat human decision-making, but business cases are 
usually far more complex than games, although the success in narrow domains 
suggests promises for larger ones. A notable study (the reference) by IBM 
researchers explores how reinforcement learning could be used to optimize 
targeted marketing.

      Cost-sensitive learning methods learn policies that attempt to minimize the 
cost of making a single decision. However, in many applications sequences of 
decisions must be made over time. In these cases, the optimal policy must 
consider the interactions between decisions. Current approaches to targeted 
marketing attempt to maximize the expected prot by considering each 
campaign in isolation. This is a greedy approach and a better approach is to 
maximize prot over a series of campaigns.

Reference:   http://cseweb.ucsd.edu/~elkan/254spring02/sequential.pdf
 Ebay's Shopbot: Chatbot and Customer Experience Automation
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Bots and Chatbots represent one of the most ubiquitous applications of AI, are 
completely scripted, and use minimal natural language processing and machine 
learning. Quite a number of companies have already adopted chatbots to 
engage with customers throughout their lifecycle; eBay launched their chatbot 
back in October, 2016 on Facebook Messenger. This bot was aimed at helping 
consumers to narrow down the best deals from eBay's over a billion listings, the 
company says. At the time, RJ Pittman, chief product ofcer at eBay, said: 
"Combining AI with eBay's breadth of inventory and unique selection will 
enable us to create a radically better and more personal shopping experience 
for virtually anyone that owns a mobile phone. He also remarked that "eBay 
Shopbot uses deep learning algorithms paired with natural language 
understanding  and computer vision to help users express their shopping needs 
naturally. eBay's Shopbot can even create a size prole so that all of our curated 
collections and browsable inventory is presented in just the right size.”

Reference:ttps://www.forbes.com/sites/rachelarthur/2017/07/19/conversati
onal-commerce-ebay-ai-chatbot/#6bdaeca31efb

Text Classication for User Insight and Personalization

Understanding user feedback is a necessity for any business to change a product 
or service. As the number of reviews increases, it becomes more difcult to 
manually classify the reviews and feedback, and extra human resources are 
required. Using natural language processing a machine learning system that can 
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probe text- or voice-based content and classify each piece of content based on 
variables such as tone, sentiment or topic to generate consumer insight or 
curate relevant materials. IBM's Watson Tone Analyzer, for example, can parse 
through online customer feedback and determine the general tone of the users 
reviewing a product. By using this analyser one can determine whether 
customers are happy, sad, condent, and more. One can also monitor 
customer service and support conversations so the business can respond to 
customers appropriately and at scale, and also determine whether customers 
are satised or frustrated. And nally, one can enable  a chatbot to detect 
customer's tones and build dialog strategies to adjust the conversation 
accordingly.

Reference: https://www.ibm.com/watson/services/tone-analyzer/

Clustering for Customer Segmentation and Discovery

Not all customers are the same. Unsupervised machine learning and custom 
graph engines can help marketers segment their audience into dynamic groups 
for targeted engagement.
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Afnio is a platform that analyses billions of consumer interest variables, 
identies specic customer's interests based on their social media activities, and 
generates a visual report grouping people with similar interests. Marketers can 
therefore gain insight into which customers are die-hard foodies, who follows 
which series on Netix, or who have similar travel plans. These can be 
translated into dynamic segmentations and insights into visual reports which 
provide historical and real-time analyses. The platform provides: Scale - huge 
amount of data, speed - understand something as it happens, and simplicity - 
massive datasets boiled down to simple visual reports. 

Reference: http://www.afnio.com/product/
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Medicine



Qure.ai: AI to Identify TB Patients from X-rays, MRIs and CT Scans
A Mumbai-based health-tech start-up, Qure.ai, has developed an articial 
intelligence (AI)-powered technology that can examine X-rays, MRIs and CT 
scans, and identify patients with diseases including tuberculosis (TB) or a stroke 
and prepare accurate reports in no time. 

      The AI technology involves the application of deep learning algorithms to 
detect and highlight abnormalities in medical imaging including chest X-rays, 
MRIs and CT scans. The technology trained on 1.5 million X-rays, some 
normal and others abnormal, and trained them to understand what an 
abnormality would look like. The technology can make TB screening faster, 
more effective and economical and address the skewness of radiologist-to-
population ratio. It may also help prevent a large number of non-TB patients 
from having to go through the conrmatory GeneXpert test which is very 
expensive for an average citizen. 

Reference:https://www.livemint.com/Companies/QhQZ4yr6vf5kVF8EAw3
YsI/AI-technology-to-examine-XRays-MRIs-CT-scans-identify-TB.html

Machine Learning in Clinical Trials Research
One of the key areas for clinical trials is recruitment and the identication of 
suitable and willing patients to participate and complete a trial. The Cincinnati 
Children's Hospital Medical Centre is using machine learning to understand 
why people accept or decline an invitation to participate in a clinical trial. 
Recruiting sufcient numbers of participants to answer the research question is 
a challenge in medical research. In the hospital's study 60% of the patients 
approached with traditional recruitment methods agreed to participate. 
Researchers are predicting that their new automated algorithm could help push 
acceptance levels up to about 72%.

According to the  Global Institute, machine learning (ML) has several McKinsey 
useful potential applications in helping shape and direct clinical trial research. 
Applying advanced predictive analytics to  identifying candidates for clinical trials 
could draw on a much wider range of data than at present, including social 
media and doctor visits, for example, as well as genetic information when 
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looking to target specic populations; this would result in smaller, quicker, and 
less expensive trials overall.

      In addition, ML can also be used for remote monitoring and real-time data 
access for increased safety, for example, monitoring biological and other signals 
for any sign of harm or death to participants. There are many other ML 
applications for helping to increase clinical trial efciency, including nding the 
best sample sizes for increased efciency, addressing and adapting to differences 
in sites for patient recruitment and using electronic medical records to reduce 
data errors (duplicate entries, for example).

References:
http://www.bcs.org/content/ConBlogPost/2702
https://www.mckinsey.com/industries/pharmaceuticals-and-medical-
products/our-insights/how-big-data-can-revolutionize-pharmaceutical-r -and-
d

Virtual Assistant for Doctors
Dragon uses the AI conversational capabilities to optimize the experience of 
health-care providers. This virtual assistant solution by Nuance combines voice 
biometrics as well as text-to-speech voice-recognition technology specially 
designed for healthcare. Dragon captures and communicates more than 300 
million patient's stories annually and is assisting more than 500,000 clinicians in 
about 10,000 healthcare organizations This new product will give clinicians' 
sufcient time to focus on their patients, which in turn translates to better 
healthcare delivery as well as less burden on physicians. 

Reference:
 https://www.nuance.c
o m / e n - g b / a b o u t -
us/newsroom/press-
r e l e a s e s / n u a n c e -
unveils-AI-Powered-
s o l u t i o n - f o r -
healthcare.html
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https://www.nuance.com/en-gb/about-us/newsroom/press-releases/nuance-unveils-AI-Powered-solution-for-healthcare.html
https://www.nuance.com/en-gb/about-us/newsroom/press-releases/nuance-unveils-AI-Powered-solution-for-healthcare.html
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https://www.nuance.com/en-gb/about-us/newsroom/press-releases/nuance-unveils-AI-Powered-solution-for-healthcare.html


Machine Learning in Drug Discovery/Manufacturing
The use of machine learning (ML) in preliminary (early-stage) drug discovery 
has the potential for various uses from the initial screening of drug compounds 
to predicted success rate based on biological factors. This includes R&D 
discovery technologies such as next-generation sequencing.

 which involves identifying mechanisms for Precision medicine, 
“multifactorial” diseases and in turn alternative paths for therapy, seems to be 
the frontier in this space. Much of this research involves  unsupervised learning,
which is largely still conned to identifying patterns in data without predictions. 
The latter is still in the realm of supervised learning.

Key players in this domain include the MIT Clinical Machine Learning Group, 
whose precision medicine research is focused on the development of 
algorithms to better understand disease processes and design effective 
treatments for diseases like Type 2 diabetes. '  is Microsofts Project Hanover
using ML technologies in multiple initiatives, including a collaboration with the 
Knight Cancer Institute to develop AI technology for cancer precision 
treatment with a current focus on developing an approach to personalize drug 
combinations for Acute Myeloid Leukaemia (AML). 
Reference:
 https://youtu.be/ol2OsW3EEn4

Google AI Uses Retinal Scans to Estimate Heart Disease
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http://blogs.royalsociety.org/in-verba/2016/10/05/machine-learning-in-the-pharmaceutical-industry/
http://blogs.royalsociety.org/in-verba/2016/10/05/machine-learning-in-the-pharmaceutical-industry/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3841808/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3841808/
https://www.ncbi.nlm.nih.gov/pubmed/26572668
https://www.ncbi.nlm.nih.gov/pubmed/26572668
https://drive.google.com/file/d/0BxKBnD5y2M8NREZod0tVdW5FLTQ/view
http://clinicalml.org/research.html
http://clinicalml.org/research.html
http://hanover.azurewebsites.net/
http://www.ohsu.edu/xd/health/services/cancer/
http://www.ohsu.edu/xd/health/services/cancer/
https://www.lls.org/who-we-are/leading-the-charge-against-aml
https://www.lls.org/who-we-are/leading-the-charge-against-aml
https://youtu.be/ol2OsW3EEn4


Researchers at Google have developed a new articial intelligence system that 
can accurately predict the risk of heart diseases by scanning images of people's 
retinas. The discovery may point to more ways to diagnose health issues from 
retinal images, researchers said. 

Using deep learning algorithms trained on data from 284,335 patients, they 
were able to predict cardiovascular risk factors from retinal images with 
surprisingly high accuracy for patients from two independent datasets of 12,026 
and 999 patients. The algorithm also distinguished the retinal images of a 
smoker from that of a non-smoker 71 per cent of the time. While doctors can 
typically distinguish between the retinal images of patients with severe high 
blood pressure and normal patients, the algorithm can go further and predict 
the systolic blood pressure within 11 mm Hg on average for patients overall, 
including those with and without high blood pressure. The algorithm was fairly 
accurate at predicting the risk of a cardiovascular event. The approach uses 
deep learning to draw connections between changes in the human anatomy 
and disease, akin to how doctors learn to associate signs and symptoms with 
the diagnosis of a new disease.

Reference: 
http://indianexpress.com/article/technology/science/google-ai-uses-retinal-
scans-to-estimate-heart-disease-risk-5071517

Epidemic Outbreak Prediction Using Machine Learning
The medical start-up AIME has successfully combined public health data and 
articial intelligence to come up with a method of predicting the outbreak of 
epidemics before they even happen.

 The articial intelligence and medical epidemiology platform (otherwise known 
as aims to aid in the prevention of diseases by using articial AIME Inc.) 
intelligence to predict the outbreak of epidemics. Set up in Malaysia by the 
epidemiologist Dr Dhesi Raja in collaboration with two computer scientists, Dr 
Peter Ho and Dr Choo-Yee Ting, their algorithm analyses a large set of data 
from different sources to determine the site of new outbreaks of dengue fever.
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      The system developed by AIME analyses not only public health data, but 
other data from other sources, such as weather, wind speed, previous 
outbreaks, and a location's proximity to large bodies of water—anything that 
might inuence the behaviour of the mosquitoes that carry the disease, 
including population density in the area, people's health records and their 
income levels.

       AIME claims to be able to provide the exact geographical location and date 
of the next dengue outbreak up to three months in advance and can 
recommend anti-dengue measures for the area within a 400-metre radius 
including genetically modied mosquitoes and so-called fogging.

References: https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3445421/
http://ambitioustracks.com/en/aime-epidemiology-startup-dengue-zika/
https://reliefweb.int/report/world/could-articial-intelligence-help-us-predict-
next-epidemic

Combating Aging and Disease with Deep Learning
Insilico Medicine is focusing on next-generation articial intelligence (AI) and 
blockchain technologies for drug discovery, biomarker development, and aging 
research. Insilico aspires to extend healthy longevity through innovative AI 
solutions for drug discovery, aging research and preventing and/or curing 
disease. The company developed deep neural networks (DNNs) on millions of 
molecular structures, and then asked those DNNs to produce new molecules 
with certain characteristics, such as having a certain solubility or interaction with 
other molecules or bio viability.  This way, minimized the side effects of a drug. 
The same technique can be used to nd drugs for particular diseases. Within 
three years, Insilico hopes to have discovered the rst molecule using AI into 
human patients, specically targeting rare diseases, as the company continues 
to focus on musculoskeletal disorders such as ALS and accelerated aging in kids 
through progeria. 

Reference:https://www.forbes.com/sites/robinseatonjefferson/2018/02/14/c
ompany-seeks-to-combat-ag ing-and-disease-with-a i-and-deep-
learning/#62d79aca3e7c
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http://ambitioustracks.com/en/aime-epidemiology-startup-dengue-zika/
https://reliefweb.int/report/world/could-artificial-intelligence-help-us-predict-next-epidemic
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https://www.forbes.com/sites/robinseatonjefferson/2018/02/14/company-seeks-to-combat-aging-and-disease-with-ai-and-deep-learning/
https://www.forbes.com/sites/robinseatonjefferson/2018/02/14/company-seeks-to-combat-aging-and-disease-with-ai-and-deep-learning/
https://www.forbes.com/sites/robinseatonjefferson/2018/02/14/company-seeks-to-combat-aging-and-disease-with-ai-and-deep-learning/


AI-Based Virtual Nurse
Sense.ly's virtual nurse, engages patients with natural conversation Molly, 
through a wide variety of circumstances, from simple administrative needs 
through complex chronic conditions requiring medical assistance. Aided by 
Molly, patients can take their vital measurements; chat about their pain, sleep, 
stress, and diet; or be connected to an attending physician via a video call if the 
patient shows elevated risks.

      Molly interacts with patients using voice recognition technology and can ask 
relatively simple questions of the patient whilst guiding them through exercise 
plans and collecting medical data from them. This data can then be analysed by a 
doctor whilst the patient can also use Molly as a sort of health PA and book 
appointments with their doctor.

      Sense.ly technology will help patients navigate services better, help 
clinicians manage demand more efciently and provide invaluable support to 
doctors in helping to monitor and manage many medical conditions in a far 
more convenient way for patients, doctors and nurses alike.

 References:
https://www.youtube.com/watch?v=AU1nGpOmZpQ
https://techcrunch.com/2017/02/14/virtual-nurse-app-sense-ly-raises-8-
million-from-investors-including-the-mayo-clinic/

A Smart Tool to Help People with Speaking Disabilities

Recently, MIT researchers 
developed a tool that helps 
people with speaking 
disabilities who cannot 
speak out loud but who 
can verbalize internally 
using their jaws.
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The system is comprised of a wearable device to be placed around the ear and 
on the jaw, as shown in the image above. The wearable electrodes are 
designed to pick up signals that are much attenuated and are of very low power, 
which one cannot normally hear. The work is done by the motion of the muscle 
movements triggered by the internal verbalization of the words. So, when 
someone speaks something in their mind, it creates internal muscle 
movements, which are then sent to an articial intelligence platform which 
recognizes the underlying pattern and accurately predicts the words' “thought”. 
The raw signal data is sent to a feed forward neural network which nds 
patterns by mimicking the brain neurons of human systems. When a particular 
type of signal arrives a corresponding particular type of neuron res up and 
sends a signal to the next level, which in turn gives a signal to the next level, and 
then identies the speech accordingly. 

Reference: http://news.mit.edu/2018/computer-system-transcribes-words-
users-speak-silently-0404

AI-Powered Virtual Heart
A unique computer program that analyses a magnetic-resonance imaging (MRI) 
scan, measure the motion of a patient's heart and compares it to that of a 
“healthy” virtual heart has been constructed, not of blood and tissue but from 
mathematical equations. 

      To diagnose, surgeons would normally have to crack open the patient's 
chest, but this equation-based algorithm has accurately identied the problem 
in about 15 minutes. It helps point out where the heart wall may be failing,” says 
Peter Hunter, the University of Auckland bioengineer whose team developed 
the software in collaboration with the German company Siemens.

      The MRI analysis programme is just one of a rapidly growing number of 
medical applications emerging from an ambitious global effort known as the 
Cardiome Project. The goal of this multi-lab endeavour is to build a virtual 
heart: a computer model that accurately depicts everything from a single 
cardiac cell up to the whole organ from the interwoven electrochemical 
activities of millions of cells to the delicately synchronized pumping of blood.  
Reference: https://www.technologyreview.com/s/402529/the-virtual-heart/
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Articial Intelligence Bot for Children Suffering from Autism
A team from the Imperial College London and their partners in Europe have 
developed technology that enables an off-the-shelf robot called Zeno to 
interact in real-time with children who have autism. The researchers, who are 
currently trialling the technology in Serbia and the UK, believe that robots may 
provide an alternative approach for teaching children how to understand and 
convey their emotions.

      Zeno can improve learning and emotional understanding in children with 
autism. Zeno combines audio, visual, facial recognition and articial intelligence 
technologies to detect and decipher sound and visual cues from children, 
allowing it to spontaneously interact in real-time and conduct a simple lesson.

      The ultimate aim of the project is to roll Zeno-like robots out to specialist 
schools to help teach children with autism. With this, a faster progress can be 
made to understand more about the condition in children and how it affects 
their development.

References:https://www.theguardian.com/lifeandstyle/2015/feb/01/how-
robots-helping-children-with-autism
https://www.thenational.ae/business/technology/meet-zeno-the-robot-that-
s-helping-autistic-children-1.246658

AI for Heart Attack Diagnosis
Nearly 7.5 million people die every year from heart disease. About 1.5-3 
million of them are in India and half of them can be saved by early diagnosis. 
Electrocardiography (ECG), a heart health test is conducted through a machine 
which records the heart's electrical movement. These machines are not widely 
available in India, nor are there enough cardiologists to interpret ECG data. And 
it can take up to 6 hours before a patient is diagnosed and sent for treatment

      While the Tricog company sources ECG machines from General Electric 
Healthcare it has also built its own sensory device and ts it on the machines. It 
rents these devices to general physicians, clinics and nursing homes on a 
subscription basis. Through the Internet, this device sends the ECG or 
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recorded heart movement to a set of algorithms, which then generate a report. 
Before the report is sent, a specialist doctor veries it.

      In 2016, Tricog processed the ECG reports of 200,000 patients; about 
11,000 of them were diagnosed with a heart attack. The company claims it has 
never reported false results.

References:
https://www.timesaihub.com/index.php/2017/11/29/tricog-health-services-
pvt-ltd-bengaluru/
https://tricog.com/news-media.html

AI Bringing a Revolution in Cardiology
Atrial brillation (AFib) is the most common human arrhythmia, affecting about 
33 million patients worldwide. AFib is a growing problem in cardiovascular 
disease and is associated with an increased risk of severe stroke, heart failure 
and death. AFib is often asymptomatic with a stroke as the rst manifestation. 

      Current R-R interval-based methods to detect AFib are characterized by an 
inferior positive predictive value (PPV) of under 59%, leading to misdiagnosis, 
mostly false positives that add signicant costs to the healthcare system while 
burdening healthcare resources and placing unnecessary stress on 
misdiagnosed patients or putting undiagnosed patients in harm's way.
Cardiologs, AI-powered algorithm for ECG analysis team can recognize 
patterns in a cardiac signal for fast and precise analysis of heart diseases in a 
similar intuitive manner as expert cardiologists because its  neural network was 
developed using more than 500,000 recordings, and the training dataset 
continues to grow.

      In the same vein, Apple in September 2017 announced it would be using 
new functionality of the Apple Watch to amass clinical data through a research 
project called the Apple Heart Study in conjunction with Stanford University 
researchers. Apple will use the sensors built into Apple Watches to observe and 
analyse arrhythmias. 
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References:http://www.mobihealthnews.com/content/cardiologs-raises-
65m-ai-powered-ecg-analysis
https://venturebeat.com/2017/10/05/cardiologs-raises-6-4-million-to-lead-
the-ai-revolution-in-cardiology/

Articial Intelligence Creates Cancer-Curing 
Synthetic Drugs Using AI
In 2014, Romesberg and colleagues created a strain of E. coli bacteria that 
contained two unnatural letters, X and Y. In a major step toward creating 
articial life, U.S. researchers have developed a living organism that 
incorporates both natural and articial DNA—and is capable of creating entirely 
new, synthetic proteins. A researcher in DA-IICT, India is working on creating 
synthetic drugs using articial intelligence to eradicate cancer. Cancer drugs are 
very complex and are made of 50-200 different molecular structures. 

      Using articial intelligence, generative adversarial networks to be specic, 
one can construct a new and sustainable molecular combination which can 
then nd the drugs and possibly solve the problem of cancer. These molecular 
structures are very unstable and thus require a lot of hand-engineering to make 
the drug stable. So, the researchers put the molecular structures as input and 
then the generative network tries to generate structures which minimizes the 
energy of the whole structure, and it can then be synthesized in the wet lab and 
then tested on the 
patient. 

Reference:
https://neuromation.i
o / e n / c r e a t i n g -
molecules-scratch-
d r u g - d i s c o v e r y -
g e n e r a t i v e -
adversarial-networks/
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Patient Data Processing - Disease Identication/Diagnosis
When it comes to the effectiveness of machine learning, more data almost 
always yields better results, and the healthcare sector is sitting on a data 
goldmine. Where does all this data come from? If we could look at labelled data 
streams, we might see research and development (R&D); physicians and 
clinics; patients; and caregivers, etc. Hence, the present-day core issue at the 
intersection of machine learning and healthcare is: nding ways to effectively 
collect and use different types of data for better analysis, prevention, and 
treatment of individuals. 

      The Boston-based biopharma company Berg is using AI to research and 
develop diagnostics and therapeutic treatments in multiple areas, including 
oncology. Current research projects underway include dosage trials for 
intravenous tumour treatment and the detection and management of prostate 
cancer. The classication of disease identication can be done using support 
vector machines (SVMs) as well as multi-layer perceptions. The SVM approach 
is quite old and thus it has gone through a lot of different tweaks and turns. The 
data is rst collected and labelled into the sets of diseases that can happen from 
these features, and these features are then fed into the classication networks.

Reference: 
https://www.techemergence.com/machine-learning-in-pharma-medicine/  

Personalized Treatment/Behavioural Modication 
Using Articial Intelligence

Personalized medicine, or more effective treatment based on individual health 
data paired with predictive analytics, is also a hot research area and closely 
related to better disease assessment. The domain is presently ruled by 
supervised learning, which allows physicians to select from more limited sets of 
diagnoses, for example, or estimate a patient's risk based on symptoms and 
genetic information. 

      Over the next decade, the increased use of micro biosensors and devices, 
as well as mobile apps with more sophisticated health-measurement and 
remote monitoring capabilities, will provide another deluge of data that can be 
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used to help facilitate R&D and treatment efcacy. 

      There is one a software product named Skin Vision that is doing amazing 
work on this front. The images are collected of the skin disease and then images 
are annotated and the network is then able to train on the data collected and 
labelled. Here convolutional neural networks are used to classify the disease 
from these features extracted from these images. A convolutional neural 
network has convolutional layers and maximum pooling layers. Convolutional 
layers are the eyes of the network and maximum pooling layers are a zooming 
function of the network. Together they can “see” all the things a human expert 
can see. 
: 
Source: https://skinvision.com/

Drug Discovery/Manufacturing Using Machine Learning
The use of machine learning in preliminary drug discovery has the potential for 
various use cases. The early drug discovery can do initial screening of drug 
compounds to predict the success rate of such biological molecular structures. 
Another use cases is the initial screening of drug compounds to predicted 
success rates based on biological factors. The algorithms described here can 
also generate new DNA sequences which can then be synthesized and used as 
a cure for cancer. 

      However, progress in precision medicine is difcult, as genome-scale 
knowledge and reasoning has become the ultimate bottleneck in deciphering 
cancer and other complex diseases. Manual hand-feature engineering of 
patients' omics data and treatment decisions take a lot of time. And manual 
feature engineering requires many highly trained specialists who devote their 
time to such tasks, which is very costly. This method is not scalable enough and 
thus machine learning comes into the picture. Using machine reading and 
natural language processing technology for converting text into structured 
databases helps in building genome-scale knowledge bases because these 
algorithms can “read" millions of biomedical articles. 

Reference: http://hanover.azurewebsites.net/

122MEDICINE

A R T I F I C I A L I N T E L L I G E N C E S I M P L I F I E D : 9 9 U S E C A S E S A N D E X P E R T T H O U G H T S F O R S T A R T E R S 

https://skinvision.com/
http://hanover.azurewebsites.net/


Guessing Age Using Facial Recognition

Amazon's latest articial intelligence tool is a piece of image recognition 
software that can learn to guess the age of a human from the provided image. 
The feature is powered by Amazon's Recognition platform, which is a 
developer toolkit that exists as part of the company's Amazon Web Services 
cloud computing service. As generally happens, convolutional neural networks 
are used with a combination of the pre-processing of a training image set and 
pre-trained models. The tool gives a wide age range instead of trying to 
pinpoint a specic number.  

Reference:: https://www.theverge.com/2017/2/10/14582192/amazon-ai-
rekognition-age-guess-software
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AI for Crying Babies 
Nigeria's Charles Onu is the founder of Ubenwa, a company that has created 
an articial intelligence system that analyses a baby's crying to give warning signs 
of Asphyxia disease,, which is the third leading killer of infants worldwide. The 
detection of birth asphyxia takes only 10 seconds with the Ubenwa application.

      Ubenwa is an Igbo word which means 'the cry of a child' and was  built as  a 
machine-learning system that can take an infant's cry as input and, analyse the 
amplitude and frequency patterns in the cry, to provide instant diagnosis of birth 
asphyxia. According to reports, 95% accuracy has been achieved in trials 
involving over 1,400 pre-recorded baby cries. The United Nations stated, "If 
newborns who have asphyxia can be detected early enough, we may be able to 
save their lives".

      From reports, 900,000 babies die every year from perinatal asphyxia. 
Because the detection of baby birth asphyxia takes only 10 seconds with the 
Ubenwa application, this is appreciably and critically faster compared to blood 
test-based detection. Ubenwa is non-invasive (requiring only the sound of a cry 
rather than blood), has a lower operating cost (about 95% cheaper than any 
clinical alternative), and requires little or no skill to operate. 

References:
http://allafrica.com/stories/201712200018.html
https://lifestyle.thecable.ng/asphyxia-babies-cry-ubenwa/
http://ubenwa.com/
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Machine Learning: Predicts Gross Box Ofce Revenues

Hollywood generates billions of dollars of revenue annually. The question of 
what makes a lm successful has been asked by production houses and movie 
makers over the years. Though a few people have tried predicting the box 
ofce success of a movie based on various factors, it is now more likely that 
machine learning can bring some insight into providing an answer. The team at 
Stanford tries to predict how much a movie will earn based on factors such as 
star power, the number of theatres the movie opens in, YouTube trailer views, 
IMDB rating and budget. 

      The factors affecting the movie's success is itself a big question, but how 
each factor should be measured and fed into any machine learning algorithm is a 
more important one. For example, the star power of the actors/actresses was 
calculated by the number of people following the actors/actresses on Twitter 
and Facebook. Then a dataset was created, which is then passed on to a 
machine learning algorithm, a support vector machine classier, and movies are 
classied into ten different categories. As of now, there is no application that can 
predict the success of a movie, but various research papers try to predict the 
box ofce success using various features and methods. 

Reference: http://cs229.stanford.edu/proj2016/report/PengdaLiu-
MachineLearningOnPredictingGrossBoxOfce-report.pdf
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IMDB User Ratings Prediction for Movies

In this work, the authors investigate the extent to which average user ratings of a 
movie can be predicted after learning the relationship between the rating and 
various attributes of movies from a selected set of data. The authors used 
machine-learning techniques for estimating various features of a movie such as 
the top-four actors, directors, writers, and combine the results to nd 
predictions of IMDB user ratings. A ranking algorithm is used to rank the cast of 
those movies, then the data is sent to a neural network which estimates the 
parameters of the model and then predicts the movies' ratings based on the 
optimized model formed using the dataset. To complete the database, a missing 
value replacement algorithm is used which estimates missing data elements. 
Although it is difcult to predict ratings for the movies with a totally unknown or 
less-popular cast, authors have employed certain heuristics to minimise the 
errors. Thus, the authors show how important the cast is for a movie's ratings, 
not only for the box ofce performance of a movie, but even for IMDB ratings 
that depend a lot on the content, story, direction and other factors. 

Reference:https://pdfs.semanticscholar.org/e7ae/2379489570302b28f39608
4b368be64db4ca.pdf

AI Converts Food Images to a List of Ingredients
Researchers from MIT's Computer Science and Articial Intelligence 
Laboratory (CSAIL) believe that analysing photos of food could help learn 
recipes and better understand people's eating habits. In a new paper with the 
Qatar Computing Research Institute (QCRI), the team trained an articial 
intelligence system called  to look at a photo of food in order to Pic2Recipe 
predict the ingredients and suggest similar recipes.

The Researchers at CSAIL combed websites like All Recipes and Food.com to 
develop “Recipe1M,” a database of over one million recipes that were 
annotated with information about the ingredients in a wide range of dishes. 
They then used that data to train a neural network to nd patterns and make 
connections between food images and the corresponding ingredients and 
recipes.

127LIFESTYLE

A R T I F I C I A L I N T E L L I G E N C E S I M P L I F I E D : 9 9 U S E C A S E S A N D E X P E R T T H O U G H T S F O R S T A R T E R S 

https://pdfs.semanticscholar.org/e7ae/2379489570302b28f396084b368be64db4ca.pdf
https://pdfs.semanticscholar.org/e7ae/2379489570302b28f396084b368be64db4ca.pdf
http://qcri.com/
http://im2recipe.csail.mit.edu/


      Given a photo of a food item, Pic2Recipe could identify ingredients like our, 
eggs, and butter, and then suggest several recipes that it determined to be 
similar to images from the database. (The team has an online demo where 
people can upload their own food photos to test it out.)

      In the future, the team hopes to be able to improve the system so that it can 
understand food in even more detail. This could mean being able to infer how a 
food is prepared (i.e. stewed versus diced) or distinguish different variations of 
foods, like mushrooms or onions.
       This could potentially help people gure out what's in their food when they 
don't have explicit nutritional information.

References:
http://mentaloss.com/article/502899/ai-algorithm-tells-you-ingredients-
your-meal-based-picture
h�p://food.thecookbk.com/ai-can-convert-images-food-list-ingredients/

AI in Marriage/Relationship Survival
Researchers from the University of Southern California have trained a 
relationship predictor to give troubled relationships an expiry date.

      They used computers to extract standard speech analysis features from 
recordings of therapy session participants over a period of two years. The 
features, including  variation in pitch and intonation all relate to voice pitch,
aspects such as tone and intensity.

      A machine-learning algorithm was then trained to learn the relationship 
between those vocal features and the eventual outcome of therapy. This was 
not as simple as detecting shouting or raised voices; it included the interplay of 
conversation, who spoke when, and for how long, as well as the sound of the 
voices. It turned out that ignoring what was being said and considering only 
these patterns of speaking was sufcient to predict whether or not couples 
would stay together. This was purely data driven, so it did not relate outcomes 
to specic voice attributes. Interestingly, the predictions based on the same data 
by experts (75.6%) turned out to be inferior to predictions made by the AI-
based system only on vocal characteristics (79.3%).
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      The signicance of this is not so much about involving AI in marriage 
counselling or getting couples to speak more pleasantly to each other (however 
commendable that would be), it is about how much information about our 
underlying feelings is encoded in the way we speak—and some of it completely 
unknown to us.

References:
http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0185123
https://thenextweb.com/articial-intelligence/2017/09/29/this-ai-can-predict-
how-long-your-relationship-will-last/

AI for Personalised Spam Filters

The Gmail team is always working to make sure that every spam message stays 
out of sight of its e-mail users and that genuine messages are not mistakenly 
classied as spam. In fact, less than 0.1% of the emails in an average Gmail inbox 
is spam, and the amount of unwanted mail landing in the spam folder is even 
lower, at under 0.05%. Even so, Gmail spam detection is not perfect. Today 
machine learning provides a great opportunity to ght spam and the Gmail team 
plans to take full advantage of this emerging technology.

      Since arrival, machine learning has helped make the Gmail spam lter its 
more effective. When you click the 'Report spam' and 'Not spam' buttons 
you're not only improving your Gmail experience right then and there, you're 
also training Gmail's lters to identify spam vs. wanted mail for the future.
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      The spam lter uses an articial neural network to detect and block the 
especially sneaky spam—the kind that could actually pass for wanted mail. It also 
takes into account the fact that not all inboxes are alike. So while your neighbour 
may love weekly email newsletters, you may detest them. With advances in 
machine learning the spam lter can now reect these individual preferences.

      Finally, the spam lter is better than ever at rooting out email 
impersonation—that nasty source of most phishing scams. Thanks to new 
machine-learning signals, Gmail can now gure out whether a message actually 
came from its sender and keep bogus email at bay.

References:
https://www.zdnet.com/article/googles-machine-learning-helping-it-catch-
spam-to-gmail/
https://www.rstpost.com/business/google-uses-machine-learning-help-
gmail-users-get-rid-spam-2339938.html
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AI Fashion Designer
Amazon's fashion assistant uses articial Intelligence to create brand new 
designs. Amazon has developed technology that learns about certain fashion 
styles by viewing images from which it automatically creates similar styles. MIT 
Technology Review  that it works by analysing images of clothing that  reports
already exist to design similar pieces. Instead of human designers, Amazon's 
algorithm becomes the creative genius.

 The tool that accomplishes this task is called a generative adversarial 
network. It uses deep neural networks to remember properties of specic 
styles by looking at a host of examples. Once it has learned the style, it can 
transform an existing piece of clothing to t that style. The system will be able to 
identify rising fashion trends and start creating its own unique pieces for Amazon 
customers to purchase. One way Amazon might be able to spot trends ahead 
of the game is by identifying new looks that start to appear in social media posts.

References:
https://www.mediapost.com/publications/article/306220/amazon-develops-
ai-fashion-designer.html
https://www.indianweb2.com/2017/08/26/amazon-developed-ai-fashion-
designer/
https://www.engadget.com/2017/08/24/amazon-ai-fashion-brands/

Clothes Sizing and Fitting Using Machine Learning
Despite the incredible convenience of online shopping, including saved time 
and effort, the wide range of products to be compared and purchased, 
discounts, and detailed product information, clothing e-commerce has not yet 
completely replaced traditional in-person shopping. This is further proven by 
the average return rate for apparel stores, which is between 20-30%. This is 
much higher than the 10% rate for gifts, toys, and home products.

      Bold Metrics uses data science and machine learning to predict body 
measurements using its Insights (BMI AI), which enables brands to leverage AI 
technology to take a data-driven approach to clothing design and ready-to-
wear sizing.
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      Another example is Metail, which has developed a virtual tting room 
technology that allows consumers to generate a 3D model of themselves 
(MeModel) by uploading a photo and entering just a few key body 
measurements (height, weight, age, bra size, bust, waist and hips). Both uses 
machine learning and augmented reality to support an intelligent algorithm that 
provides  personalized size and style advice based on “MeModel” data, 
previous purchasing behaviour and dataReference:

https://www.retailtouchpoints.com/features/news-briefs/ai-powered-engine-
is-designed-to-match-apparel-t-to-actual-customers
https://digit.hbs.org/submission/one-size-does-not-t-all-metails-virtual-
tting-room/
https://metail.com/memodel-experience/how-it-works/ of other customers.
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Writing in Chinese Calligraphy Using Deep Learning
Researchers have developed a novel application for Conditional Generative 
Adversarial Networks (GANs), a popular deep learning architecture that can 
make you a master of Chinese calligraphy. Creating beautiful characters is a hard 
and time-consuming activity The researchers made use of conditional GANs to 
create characters that look different, yet beautiful. A conditional word is used to 
obtain a character for the same type of character the user wants. This novel 
application bypasses the many excruciating hours of hard work that designers 
and coders have to go through to make a single font library.

The designers have made a 
subset of a very small number 
of the total Chinese characters 
avai lable (around 25,000 
options). The fonts contain ne 
curve and edge-width details. 
The network was able to store 
the fuzzy/style details from the 
small subset and can apply 
t he se  de t a i l s  t o  a l l  t he 
remaining fonts to create the 
stylized fonts. A neural network 
is trained to approximate the 
transformation between two 

fonts given a subset of pairs of examples. Once the learning is completed, it can 
be used to infer the shapes for the rest of the characters. 

Reference:
https://github.com/kaonashi-tyc/zi2zi
https://kaonashi-tyc.github.io/2017/04/06/zi2zi.html
https://arxiv.org/pdf/1706.08789.pdf

AI for Scriptwriting
A long short-term memory (LSTM) recurrent neural network, a type of AI that 
is often used for text recognition, was fed the scripts of dozens of science ction 
movies including such classics as Highlander, Endgame, Ghostbusters, 
Interstellar and The Fifth Element to create an AI script
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      The network, which named itself Benjamin, dissected the scripts down to 
the letter, learning to predict which letters tended to follow each other, and 
which words and phrases tended to occur together. The advantage of an LSTM 
algorithm over a Markov chain is that it can sample much longer strings of 
letters; as a result it is better at predicting whole paragraphs rather than just a 
few words. It is also good at generating original sentences rather than cutting 
and pasting sentences together from its corpus. Over time, Benjamin learned to 
imitate the structure of a screenplay, producing stage directions and well-
formatted character lines. The only thing the AI could not learn were proper 
names because they are not used like other words and are very unpredictable. 
After training, Benjamin was asked to create a screenplay, including directions 
for the actors using a set of prompts required by the Sci-Fi London Film Festival's 
48-hour Challenge. 

      The result is a weirdly entertaining, strangely moving, dark sci- story of love 
and despair. The sentences make sense in isolation, although the dialogue is not 
very cohesive when taken together. It is an initial effort at teaching machines the 
creativity of human brains. Though, not a great success, it's a start!

References:
https://youtu.be/LY7x2Ihqjmc
https://www.theguardian.com/technology/2016/jun/10/articial-intelligence-
screenplay-sunspring-silicon-valley-thomas-middleditch-ai
https://arstechnica.com/gaming/2016/06/an-ai-wrote-this-movie-and-its-
strangely-moving/

AI for Painting
A study published by researchers from the University of Tubingen in Germany 
describes an articial intelligence neural network capable of discerning style of 
an image and using that style to copy another image.

      This articial system is based on a deep neural network that creates artistic 
images of high perceptual quality. The system uses neural representations to 
separate and recombine content and style of arbitrary images, providing a 
neural algorithm for the creation of artistic images. The neural network basically 
does two jobs: One layer analyses the content of an image while another 
analyses its texture, or style. These functions can also be split to work across 
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two images.

      The researchers suggest that it may be possible to use the algorithm to 
create new types of images that can be used to study how humans interpret and 
perceive images by designing novel stimuli that introduce two independent, 
perceptually meaningful sources of variation: the appearance and the content of 
an image.

      It is possible that human creativity will one day be replaced by computer 
programs that can produce art the way we buy our fast-food. But creating a 
computer as powerful and complex as the human brain is a daunting task that 
we're still far away from completing!

References:
https://qz.com/495614/computers-can-now-paint-like-van-gogh-and-
picasso/
https://arxiv.org/pdf/1508.06576v2.pdf

AI for Lip-Reading
A team from the University of Oxford's Department of Computer Science has 
developed a new articial intelligence system called LipNet, built on a data set 
known as GRID that is made up of well-lit, face-forward clips of people reading 
three-second sentences. Each sentence is based on a string of words that follow 
the same pattern.

      The team used that data set to train a neural network that is similar to the 
kind often used to perform speech recognition. In this case, though, the neural 
network learnt to identify the variations in mouth shape over time, and also 
learnt to link that information to an explanation of what was being said. The AI 
does not analyse the footage in snippets but considers the whole sentence, 
enabling it to gain an understanding of context. That's important because there 
are fewer mouth shapes than there are sounds produced by the human voice.

      The system was able to identify 93.4% of the words correctly. Human lip-
reading volunteers asked to perform the same tasks identied only 52.3% of 
the words correctly.
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      In the future, Skype could ll in the gaps when a caller is in a noisy 
environment, or people with hearing difculties could hold their smartphone 
up to “hear” what someone is saying.

References:
https://www.abilitynet.org.uk/lipreading-google-deepmind-future-disabled
https://www.rstpost.com/tech/news-analysis/newly-developed-ai-system-
can-efciently-lip-read-better-than-human-3699671.html
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Social 
Media



Deep Neural Networks for YouTube Recommendations

Recommendation systems are certainly one of the most commonly asked-for 
features of the entertainment industry. Netix, YouTube, Facebook and 
Amazon spend huge amounts of money developing the best and most efcient 
recommendation systems. YouTube represents one of the largest scale and 
most sophisticated industrial recommendation systems in existence. In the 
referenced article below, the authors describe the system at a high level and 
focus on the dramatic performance improvements brought by deep learning, 
which has a massive user-facing impact. The biggest factors affecting existing 
traditional systems were scale and freshness. The scale of YouTube is 
undoubtedly so large that highly specialized distributed learning algorithms are 
the only way to achieve the goal. 

      The dynamic corpus, having thousands of videos uploaded on an hourly 
basis, needs a responsive algorithm. The basic steps for the recommendation 
system are the candidate generation model, which narrows down the scope of 
related videos, and the ranking model, which ranks videos on the basis of the 
probability of a user clicking on a video. This system uses deep learning in both 
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of these models and has achieved state-of-the-art performance.

Reference: 
https://static.googleusercontent.com/media/research.google.com/ru//pubs/ar
chive/45530.pdf

How Instagram Uses Machine Learning and Big Data
There are 70 million photos uploaded to Instagram every day. People interact 
with each of those posts by showing their love/liking with a heart, making 
comments and using hashtags. All these activities create an enormous amount 
of data. Once analysed, by humans as well as increasingly through articial 
intelligence algorithms, it can provide incredible business intelligence and 
insights into human behaviour. 

      The areas where Instagram uses AI include: an 'explore' page and 'search' 
function; targeted advertising: used with the powerful data network of 
Facebook and combining with AI; and enhancing the user experience. As the 
content increases rapidly, it's tough to show what the users really like and, failing 
that decreases the value of the platform. Machine learning algorithms are used 
to better determine what users will like and ltering out spam. Instagram uses 
Facebook's articial Intelligence platform called Deep Text to remove fake 
messages, ght cyberbullying and delete offensive comments. In one study, 100 
million Instagram photos were used to learn global clothing patterns. 

 Reference: 
https://www.forbes.com/sites/bernardmarr/2018/03/16/the-amazing-ways-
instagram-uses-big-data-and-articial-intelligence/#323591a35ca6
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Social 
Welfare
Psychology



Machine Learning for Detecting Poverty
One of the biggest challenges of providing relief to people living in poverty is 
locating them. The availability of accurate and reliable information on the 
location of impoverished zones is surprisingly lacking for much of the world, 
particularly on the African continent.

      Stanford researchers have proposed an accurate way to identify poverty in 
areas previously void of valuable survey information. The researchers used 
machine learning—to extract information about poverty from high-resolution 
satellite imagery.

      Because areas that are brighter at night are usually more developed, the 
solution combines high-resolution daytime imagery with images of the Earth at 
night. The researchers used the “night light” data to identify features in the 
higher-resolution daytime imagery that are correlated with economic 
development.

      These improved poverty maps could help aid organizations and 
policymakers distribute funds more efciently and enact and evaluate policies 
more effectively.

References:
https://engineering.stanford.edu/magazine/article/machine-learning-uses-
satellite-data-zero-poverty-pockets
https://www.theverge.com/2016/8/18/12522764/poverty-measurement-
satellite-algorithms-night-vs-day-imaging
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Protagonist: Narrative Analytics Explained

A new narrative analytics platform has been launched to help brands gure out 
the stories that are actually being told about them. The platform is called 
Protagonist, from a company by the same name. Formerly called Monitor 360, 
Protagonist's newly released platform is the rst specically designed to analyse 
complex, cross-platform data to reveal the underlying beliefs and motivations of 
consumers. Protagonists' customers include General Mills, MetLife, Warner 
Brothers and Microsoft. 

      The Protagonist platform gathers unstructured data about its clients from 
relevant social media, blogs, websites, traditional news and other media. The 
custom-built articial intelligence species the narrative threads about the client 
and its competitors, clusters them into related groups, scores them according 
to their relative level of inuence for such metrics as buying patterns, and maps 
how they've changed over time. Then human experts take that clustering and, 
working with platform tools, determine strategic actions, channels, content and 
inuencers that can emphasise supportive narratives or counter-destructive 
ones. 
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Reference: https://www.protagonist.io/

Articial Intelligence is Learning What Makes You Cry at the Movies
Scientists at the MIT Media Lab announced that they have taught a machine 
how to manipulate our emotions. This is a technology that they believe can help 
lmmakers to create more engrossing movies and TV shows.

      The researchers said that In collaboration with the strategic consulting rm 
McKinsey & Company they used a deep neural network to watch thousands of 
small slices of video, movies, TV, and short online features. For each slice the 
neural network guessed which different elements made a moment emotionally 
special, constructing an emotional arc. To test their accuracy, the team got 
human volunteers to watch the same clips, tagged their reactions and labelled 
which elements including the music, the dialogue, and the type of imagery 
shown on screen had a stronger effect on their emotional responses. This 
information helped the researchers to ne-tune the resulting model until it 
became really accurate at guessing what triggers human emotions.
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The researchers believe that use of AI to enhance [the work of lm makers] by 
providing insights that increase a story's emotional pull—for instance, identifying 
a musical score or visual image that helps to engender feelings of hope—can 
really help storytellers to thrive in a world of seemingly innite audience 
demand.

References: 
https://www.mckinsey.com/industries/media-and-entertainment/our-
insights/ai-in-storytelling
https://www.media.mit.edu/articles/ai-is-learning-how-to-make-you-cry-at-
the-movies/https://www.disclose.tv/ai-is-learning-how-to-make-you-cry-at-
the-movies-316335

Emotion Detection and Recognition from Text Using Deep Learning

As mentioned in the title, emotion detection and recognition can also be done 
from text. What does that mean? It means that deep learning algorithms can 
help us to analyse the sentiments evoked by text, such as disgust, fear, 
happiness, sadness, or surprise. It could be very useful for a government to 
know the level of happiness among its citizens by analysing their posts on 
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different social media channels, or it could also be helpful in giving appropriate 
suggestions if anxiety is detected through the type of speech, checking the tone 
of emails and getting the chance to edit it before sending it. 

      Facial expression and voice intonation convey over 70% of the intended 
feelings in spoken language. Understanding contextual emotion has 
widespread consequences for society and business. In the public sphere, 
governmental organisations could make good use of the ability to detect 
emotions like guilt, fear, and uncertainty. It is not hard to imagine the TSA auto-
scanning airline passengers for signs of terrorism, and in the process making the 
world a safer place. This also explains Apple's new feature on the iPhone X 
called Animoji, where you can get a computer simulated emoji to mimic your 
facial expressions

Emotion Detection and Recognition from text is a progression of Sentiment 
Analysis.

Reference: 
https://www.microsoft.com/developerblog/2015/11/29/emotion-detection-
and-recognition-from-text-using-deep-learning/
https://blog.algorithmia.com/introduction-to-emotion-recognition/

AI Predicts Outcomes of Human Rights Trials
An articial intelligence (AI) method developed by researchers at University 
College London, the University of Shefeld and the University of Pennsylvania 
has predicted the judicial decisions of the European Court of Human Rights 
(ECtHR) with 79% accuracy. 

      The team of computer and legal scientists, extracted case information 
published by the ECtHR in its publicly accessible database. They identied 
English language datasets for 584 cases relating to Articles 3, 6 and 8 of the 
Convention and applied an AI algorithm to nd patterns in the text of the 
Court's decisions. To prevent bias and misalignment, they selected an equal 
number of violation and non-violation cases.
      The most reliable factors for predicting the court's decision were found to 
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be the language used as well as the topics and circumstances mentioned in the 
case text. The 'circumstances' section of the text includes information about the 
factual background of the case. By combining the information extracted from 
the 'abstract topic' that the cases cover and circumstances of the data for all 
three articles an accuracy of 79% was achieved.

      This effort is not aimed at AI replacing judges or lawyers, but it can help them 
by rapidly identifying patterns in cases that lead to certain outcomes. It could 
prove to be a really useful tool in the judiciary system!

References:
https://www.ucl.ac.uk/news/news-articles/1016/241016-AI-predicts-
outcomes-human-rights-trials
http://www.wired.co.uk/article/ai-human-rights-court-cases
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Education



AI for Grading Academic Papers
A UC Berkeley professor and three former graduate students are putting the 
nishing touches on an articial intelligence technology that groups answers to 
questions and allows them to be graded.

      The AI is not used to directly grade the papers; rather, it turns grading into an 
automated, highly repeatable exercise by learning to identify and group 
answers and thus treat them as batches.

      Using an interface similar to a photo manager, instructors ensure that the 
automatically suggested answer groups are correct and then score each answer 
with a rubric. In this way, input from users lets the AI continually improve its 
future predictions.

      According to Sergey Karayev, a Gradescope co-founder, the use of AI 
promises to slash grading times by as much as 90%.

References:
https://www.edsurge.com/news/2016-04-18-gradescope-raises-2-6m-to-
apply-articial-intelligence-to-grading-exams
https://blogs.nvidia.com/blog/2016/09/02/gradescope-brings-ai-to-grading/
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Sports



Athlete Fitness, Sleep Monitoring, and 
Performance Optimization Using AI
When we think of professional sports, we think of strong athletes with strict 
diets and hard-core training routines who happen to be extremely good at 
what they do. Compared to average people, athletes typically have longer life 
expectancies and overall higher levels of positivity through the help of their 
everyday regimens. 

      With the help of articial intelligence (AI), athletic performance can be 
tailored to any individual, promoting both training efciency and preventive 
care. Neurotracker, a company specialising in cognitive training across athletic, 
educational, medical and scientic use, provides a mind exercise program that 
tests athletes' abilities to recognise and identify objects and improve their overall 
situational awareness. By combining powerful sensors and AI to create an 
automatic health assessment, the user can pinpoint which parts of their bodies 
are working efciently and which parts need more work. 

Using AI provides increased scalability and accuracy exceeding the capability of 
humans. Automated training assessment allow these insights to be accessed by 
everyone, not just those who can afford expensive personal trainers. Using 
powerful recurrent neural networks with memory, one can have large amounts 
of data of human training and the AI would be better than expensive trainers. 

Reference: 
http://whoop.com/ 

Betting Game Outcome Predictions Using AI
One of the vital applications in sport that requires good predictive accuracy is 
that of predicting match results. Traditionally, the results of sports matches are 
predicted using mathematical and statistical models that are often veried by a 
domain expert. Sport practitioners are striving for classication models so that 
they can understand and formulate strategies needed to win matches; with 
growing focus on the application of articial neural networks (ANNs) to predict 
the results of sports matches.
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      The ANNs identify the learning methodologies utilised, data sources, 
appropriate means of model evaluation, and specic challenges of predicting 
sport results. An ANN usually contains interconnected components (neurons) 
that transform a set of inputs into a desired output. 

Source: 
https://www.sciencedirect.com/science/article/pii/S2210832717301485  

Chatbot for Sports/Sports Teams Using Reinforcement Learning

In June 2016, in partnership with Sapien, a custom bot developer (formerly 
known as JiffyBots), the Sacramento Kings introduced a chatbot called KAI, an 
acronym for Kings' Articial Intelligence. The chatbot operates through the 
Facebook Messenger platform for the purpose of answering fan inquiries 
including info about franchise history, current team stats, the team roster, 
franchise history and details about the Golden 1 Centre, the home arena of the 
Sacramento Kings. Using natural language processing (what happens when 
computers read language). NLP processes turn text into structured data and 
the machine converts the plain text request into codied commands for itself. 

Reference:https://www.techemergence.com/articial-intelligence-in-sports/
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Finance



Using Articial Intelligence for Financial Advice
For many people, making personal nance decisions are necessary and a major 
source of stress. Pen aims to use machine learning to deliver a range of nancial 
planning and investment advice via a chat interface. 

      At the core of Pen's articial intelligence is a feed-forward neural network. 
The best way to picture this network is like a web which captures the 
relationships among the many variables describing a user's nancial life and their 
environment at one point in time. The neural network understands nancial 
rules and relationships and them forward in time—up to 80 years, depending 
on the age of the client. 

      The network starts with a user's current nances and projects how they 
change over time with market conditions, ination, taxes, government rules, 
and their plans. Among all these factors, the network makes hundreds of 
connections. For example, if the user has a child, are they eligible for a tax credit 
in the future? If they take time off from work today, how does that change their 
Social Security benets when they retire? Any time the data input to the 
network changes (such as market conditions, tax rules, a user's account 
balances or their monthly spending) the nancial projections and plans are 
automatically updated to reect the most current and accurate information. For 
any given user the network evaluates anywhere from 2,000,000 to 5,000,000 
data points depending on the complexity of their nancial situation. The nancial 
plans are available 24/7. 

      Reinforcement learning is an additional layer added in the Pen articial 
intelligence methods to truly provide individualistic advice to each user. Rooted 
in behavioural psychology, this aspect of machine learning is very important in 
moving away from generic advice and into more-complex problem-solving 
with unique outcomes. Reinforcement learning takes the details of an 
individual's nancial behaviour and feeds that into learning algorithms, creating a 
growing insight into the objectives of that individual user. These tools are also 
able to consider things such as short-term vs. long-term trade-offs, which are 
inherent in nancial decision-making.

Leveraging this technology enables Pen to provide comprehensive, tailored 
advice at an affordable price. That's the power of AI.
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References:
https://medium.com/wharton-ntech/podcast-with-catherine-ax-ceo-of-pen-
with-full-transcript-bae2c453a04chttps://news.enancialcareers.com/us-
en/296587/transitioning-from-jpmorgan-to-ntech-startup-pen

A Financial Search Engine Uses AI
Google is a general purpose search engine. It nds information very quickly and 
easily But if one wants to get detailed or specic information which Google has 
not indexed, one may nd it necessary to go through a mountain of usually 
irrelevant information by scrolling through the most popular and most visited 
listings and bypassing promoted results. Pinpointing complex data can be a 
difcult task.

      Bitvore is a search engine that uses articial intelligence to deliver 
personalised data to businesses in real-time. This articial intelligence is truly 
precision intelligence; Bitvore frequently sources and lters through 
information, helping businesses spot untapped sales opportunities, trace 
valuable trends, and identify potential risk factors. The company claims that it 
uses more than 200 different machine learning algorithms to complete a task. 
These algorithms include a recurrent neural network which can work on 
sequential data through its memory block compared to a vanilla neural 
network. It also uses elastic searches and other search-and-nd pattern 
algorithms to do the task.

Reference:
 https://www.forbes.com/sites/julianmitchell/2017/05/11/this-a-i-search-
engine-gives-companies-tailored-insights-in-real-time/#4ab10a9173fc 

Automated Report Generation Using AI 
Articial Intelligence can generate natural language and the sentences it 
generates preserve context through long-term dependencies and thus are 
better suited for writing summaries. The YSEOP software company has 
created an articial intelligence product (also called YSEOP) that automatically 
summarises data, explain its analysis, and write the data-driven sections of 
reports. Using a customer relationship management plug in, YSEOP can write a 
memo before a salesperson takes a meeting. The software explains who you 
are meeting, the company's history with the client, what the salesperson need 
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to know, what the salesperson needs to sell, and with what sales pitch. All of this 
is done automatically. Some clients take this to the next step, using a software 
like Alexa to “read” the report written by YSEOP. 

      Recurrent neural networks can generate these kinds of data by learning a 
long-term sequence of context. Long short-term memory is an advanced 
version of recurring neural networks which can save even larger context to 
make the text seem even more realistic. 

Reference: https://yseop.com
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Law



Contract Analysis Using AI
Due diligence is an integral and essential part of corporate transactions, yet, it 
can be a painful process for lawyers and their clients. In mergers and 
acquisitions, and other dynamic and time-sensitive transactions, due diligence 
often becomes a bottleneck that slows down deals, a frustration to attorneys 
and their clients alike.

      eBrevia's diligence review tool, the Diligence Accelerator, allows attorneys 
to select key provisions for extraction from an extensive list of concepts typically 
relevant in due diligence for mergers and acquisitions (M&As).

 The remarkable and game-changing aspect of eBrevia's technology is that it 
searches for concepts rather than just keywords and then extracts the relevant 
concept no matter where it is located in the document and regardless of the 
vocabulary used to express it. For example, an important provision in M&As 
such as Change of Control can be expressed using language such as “change of 
control”, “assignment by operation of law”, or “merger”. 

In a merger agreement the word “merger” could be used a hundred times with 
just one instance applicable to the change of control concept. This is where 
eBrevia's articial intelligence provides substantial advantages over a simple 
keyword search,  essentially by knowing what to extract for a given concept and 
what to ignore.

      This all can be done using Recurrent Neural Networks, preserving the 
context of the language and searching through a hyper-dimensional space 
where the text can be represented, through Recurrent Neural Networks. 

Reference:  https://ebrevia.com/

Legal Document Review and research using AI
Articial intelligence (AI) is on the brink of revolutionising the legal profession. AI 
is now being used in document reviews to sort through large chunks of data and 
identify the relevant sections of that data. However, nding relevant needles in a 
data haystack is not the same as providing nuanced understanding and analysis 
of those ndings. For that, the legal profession still needs people like experts to 
provide high-level analysis and strategy, and train AI to nd relevant passages. 
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The current thinking is that when it comes to document review it would not 
make sense to let AI software loose unsupervised into a mountain of data and 
documents. 

Legal professionals are needed to train the software to nd useful patterns so 
that the AI software is a help rather than a hindrance. About 20 to 30 years ago, 
lawyers had to manually red-line documents, but that is not needed anymore 
with AI-augmented, lawyer-supervised document review that provides 
efcient and cost-effective service for their clients.

Source: https://mplace.io/e-discovery
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Construction



AI-Powered Application and Infrastructure Monitoring
The challenges of infrastructure and application monitoring have become a 
common theme in the age of micro-services. German start-up Instana takes a 
holistic view of the challenge of micro-service monitoring, combining views at 
the server level, the application level, and the network level. 

      Instana uses agents installed in each host for local discovery of the 
infrastructure and its dependencies. It collects data in one-second increments 
then uses that data to build a 3-D model, which it calls a Dynamic Graph, of all 
the components to establish what a healthy infrastructure should look like. 
Instana took its cue from Google by using a standardised key performance 
indicator (KPI) model to determine the system's health. 

For each of the services, it calculates the load, latency, error rate, saturation and 
number of instances. When there's a dramatic shift in any of the KPIs that is seen 
as a quality of service issue that triggers an incident alert. When an incident alert 
is triggered it collects all the data connected to all the changes related to it.

References:
h t t p s : / / w w w. i n s t a n a . c o m / h o w - i n s t a n a - d y n a m i c - a p m -
works/https://techcrunch.com/2017/12/14/instana-raises-20-million-for-its-
microservice-monitoring-and-management-service/
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CONTRIBUTE 
TO THE USE CASES

We know that the 99 use cases listed 
here are only a tip of the iceberg when
it comes to multiple of AI application in
various industries today.

You can update the collection repository
by clicking https://goo.gl/r7rSrG

https://goo.gl/r7rSrG


AI Talent Recruitment Support Programme

Let us help your company recruit, on-board and support high-class AI/Data 
Science talent pool



Join the conversation 
T: Datasciencenig
I: Datasciencenigeria
F: facebook.com/datasciencenig
Y: https://goo.gl/Vcjjyp
L: www.linkedin.com/in/datasciencenigeria
nW: +234 814 000 0853
d: www.datasciencenigeria.org
E: info@datasciencenigeria.org

CONTACTS

http://www.linkedin.com/in/datasciencenigeria
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